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Abstract

The course will involve only complex analytic linear differential equations. Thus, it will not be
based on the general algebraic formalism of differential algebra, but rather on complex function
theory.

There are two main approaches to Differential Galois Theory. The first one, usually called
Picard-Vessiot Theory, and mainly developped by Kolchin, is in some sense a transposition of the
Galois theory of algebraic equations in the form it was given by the german algebraists: to a (lin-
ear) differential equation, one attaches an extension of differential fields and one defines the Galois
group of the equation as the group of automorphisms compatible with the differential structure.
This group is automatically endowed with a structure of an algebraic group, and one must take
in account that structure to get information on the differential equation. This approach has been
extensively developped, it has given rise to computational tools (efficient algorithms and software)
and it is well documented in a huge litterature.

A more recent approach is based on so-called “tannakian duality”. It is very powerful and
can be extended to situations where the Picard-Vessiot approach is not easily extended (like q-
difference Galois theory). There is less litterature and it has a reputation of being very abstract.
However, in some sense, the tannakian approach can be understood as an algebraic transposition of
the Riemann-Hilbert correspondence. In this way, it is rooted in very concrete and down-to-earth
processes: the analytic continuation of power series solutions obtained by the Cauchy theorem and
the ambiguity introduced by the many-valuedness of the solutions. This is expressed by the mon-
odromy group, a precursor of the differential Galois group, and by the monodromy representation.
The Riemann-Hilbert correspondence is the other big galoisian theory of XIXth century, and it is
likely that Picard had it in mind when he started to create Differential Galois Theory.

Therefore, I intend to devote the first part of the course to the study of the Riemann-Hilbert
correspondence, which is, anyhow, a must for anyone who wants to work with complex differential
equations. At the end of this first part, I will briefly sketch the way that Picard-Vessiot theory
allows one to replace the monodromy group by an algebraic group. In the second part of the
course, I shall introduce (almost from scratch) the basic tools required for using algebraic groups
in Differential Galois Theory, whatever the approach (Picard-Vessiot or tannakian). In the third
part of the course, I shall show how to attach algebraic groups and their representations to complex
analytic linear differential equations.

Prerequisites. The main prerequisites are: complex function theory (mostly using power series);
linear algebra (mostly reduction of matrices); elementary knowledge of groups and of polynomials
in many variables. Each time a more advanced result will be needed, it will be precisely stated and
explained and an easily accessible reference will be given.



Warning. The second and third part of the course introduce the students to more sophisticated
techniques. The “fine tuning” of their contents will have to be adapted according to the reactions
of the audience to the first part. Therefore, the present description may evolve at the moment of
the teaching and typing of the corresponding chapters. This is particularly true of the third part.

2



Conventions. Notation A := B means that the term A is defined by formula B. New terminology
is written in emphatic style when first defined. Note that a definition can appear in the course of a
theorem, an example, an exercice, etc.

Example 0.0.1 L’espace vectoriel E∗ := HomK(E,K) est appelé dual de E.

A list of notations is provided at the end.

We mark the end of a proof, or its absence, by the symbol �
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Part I

A quick introduction to complex
analytic functions
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This “crash course” will include almost no proofs; I’ll give them only if they may serve as a
training for the following parts.

The prerequisites for this part are: topology and analysis in R and in R2; complex numbers;
linear algebra.

The reader may look for further information in:

• Ahlfors, “Complex analysis”;

• Cartan, “Elementary theory of analytic functions of one or several variables”.

The book “Real and complex analysis” can also be used.
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Chapter 1

The complex exponential function

This is a very important function !

1.1 The series

For any z ∈ C, we define:

exp(z) := ∑
n≥0

1
n!

zn = 1+ z+
z2

2
+

z3

6
+

z4

24
+ · · ·

On the closed disk
D(0,R) := {z ∈ C | |z| ≤ R},

one has
∣∣∣∣ 1
n!

zn
∣∣∣∣≤ 1

n!
Rn and we know that the series ∑

n≥0

1
n!

Rn converges for any R > 0. Therefore,

exp(z) is a normally convergent series of continuous functions, and z 7→ exp(z) is a continuous
function from C to C.

Theorem 1.1.1 For any a,b ∈ C, one has exp(a+b) = exp(a) exp(b).

Proof. - We just show the calculation, but this should be justified by arguments from real analysis
(absolute convergence implies commutative convergence):

exp(a+b) = ∑
n≥0

1
n!
(a+b)n

= ∑
n≥0

1
n! ∑

k+l=n

(k+ l)!
k!l!

akbl

= ∑
n≥0

k+l=n

1
n!

(k+ l)!
k!l!

akbl

= ∑
k,l≥0

1
k!l!

akbl

= exp(a) exp(b).
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We now give a list of basic, easily proved properties. First, the effect of complex conjugation:

∀z ∈ C , exp(z) = exp(z).

Since obviously exp(0) = 1, on draws from the theorem:

∀z ∈ C , exp(z) ∈ C∗ andexp(−z) =
1

exp(z)
·

Also, z ∈ R⇒ exp(z) ∈ R∗ and then, writing exp(z) =
(
exp(z/2)

)2, one sees that exp(z) ∈ R∗+.

Last, if z ∈ iR (pure imaginary), then z =−z, so putting w := exp(z), one has w = w−1 so that
|w|= 1. In other words, exp sends iR to the unit circle U := {z ∈ C | |z|= 1}.

Summarizing, if x := Re(z) and y := Im(z), then exp sends z to exp(z) = exp(x) exp(iy), where
exp(x) ∈ R∗+ and exp(iy) ∈ U.

Exercice 1.1.2 For z ∈C, define cos(z) :=
exp(z)+ exp(−z)

2
and sin(z) :=

exp(z)− exp(−z)
2i

, so

that cos is an even function, sin is an odd function and exp(z) = cos(z)+ i sin(z). Translate the
property of theorem 1.1.1 into properties of cos and sin.

1.2 The function exp is C-derivable

Lemma 1.2.1 If |z| ≤ R, then |exp(z)−1− z| ≤ eR

2
|z|2.

Proof. - |exp(z)−1− z|= z2

2

(
1+

z
3
+

z2

12
+ · · ·

)
and

∣∣∣∣1+ z
3
+

z2

12
+ · · ·

∣∣∣∣≤ 1+
R
3
+

R2

12
+ · · · ≤ eR.

�

Theorem 1.2.2 For any fixed z0 ∈ C:

lim
h→0

exp(z0 +h)− exp(z0)

h
= exp(z0).

Proof. -
exp(z0 +h)− exp(z0)

h
= exp(z0)

exp(h)−1
h

and, after the lemma,
exp(h)−1

h
→ 1 when

h→ 0. �

Therefore, exp is derivable with respect to the complex variable: we say that it is C-derivable

(we shall change terminology later) and that its C-derivative is itself, which we write
d exp(z)

dz
=

exp(z) or exp′ = exp.

Corollary 1.2.3 On R, exp restricts to the usual real exponential function; that is, for x ∈ R,
exp(x) = ex.
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Proof. - The restricted function exp : R→ R sends 0 to 1 and it is its own derivative, so it is the
usual real exponential function. �

For this reason, for now on, we shall put ez := exp(z) when z is an arbitrary complex number.

Corollary 1.2.4 For y ∈ R, one has exp(iy) = cos(y)+ isin(y).

Proof. - Put f (y) := exp(iy) and g(y) := cos(y)+ i sin(y). These functions satisfy f (0) = g(0) = 1
and f ′ = i f , g′ = ig. Therefore the function h := f/g which is well defined from R to C satisfies
h(0) = 1 and h′ = 0, so that it is constant equal to 1. �

Note that this implies the famous formula of Euler eiπ =−1.

Corollary 1.2.5 For x,y ∈ R, one has ex+iy = ex(cosy+ isiny).

Corollary 1.2.6 The exponential map exp : C→ C∗ is surjective.

Proof. - Any w ∈ C∗ can be written w = r(cosθ+ i sinθ), so w = exp(ln(r)+ iθ). �

The reader can find a proof which does not require previous knowledge of trigonometrical
functions in the preliminary chapter of Rudin.

Exercice 1.2.7 Let a,b > 0 and U := {z ∈ C | −a < Re(z) < a and − b < Im(z) < b} (thus,
an open rectangle under the identification of C with R). Assuming b < π, describe the image
V := exp(U)⊂ C∗ and define an inverse map V →U .

The exponential viewed as a map R2→ R2. It will be useful to consider functions f : C→ C
as functions R2→ R2, under the usual identification of C with R2: x+ iy↔ (x,y). In this way, f

is described by (x,y) 7→ F(x,y) :=
(
A(x,y),B(x,y)

)
, where

{
A(x,y) := Re

(
f (x+ iy)

)
,

B(x,y) := Im
(

f (x+ iy)
)
.

In the case where f is the exponential function exp, we compute easily:{
A(x,y) = ex cos(y),
B(x,y) = ex sin(y),

=⇒ F(x,y) =
(
ex cos(y),ex sin(y)

)
.

We are going to compare the differential of the map F with the C-derivative of the exponential
map. On the one hand, the differential dF(x,y) is the linear map defined by the relation:

F(x+u,y+ v) = F(x,y)+dF(x,y)(u,v)+o(u,v),

where o(u,v) is small compared to the norm of (u,v) when (u,v)→ (0,0). Actually, dF(x,y) can
be expressed using partial derivatives:

dF(x,y)(u,v) =
(

∂A(x,y)
∂x

u+
∂A(x,y)

∂y
v,

∂B(x,y)
∂x

u+
∂B(x,y)

∂y
v
)
.
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Therefore, it is described by the Jacobian matrix:

JF(x,y) =


∂A(x,y)

∂x
∂A(x,y)

∂y
∂B(x,y)

∂x
∂B(x,y)

∂y


On the side of the complex function f := exp, putting z := x+ iy and h := u+ iv, we write:

f (z+h) = f (z)+h f ′(z)+o(h), that is exp(z+h) = exp(z)+hexp(z)+o(h)

Here, the linear part is f ′(z)h= exp(z)h, so we draw the conclusion that (under our correspondance
of C with R2):

h f ′(z)←→ dF(x,y)(u,v),

that is, comparing real and imaginary parts:
∂A(x,y)

∂x
u+

∂A(x,y)
∂y

v = Re( f ′(z))u− Im( f ′(z))v,

∂B(x,y)
∂x

u+
∂B(x,y)

∂y
v = Im( f ′(z))u+Re( f ′(z))v.

Since it must be true for all u,v, we conclude that:

JF(x,y) =


∂A(x,y)

∂x
∂A(x,y)

∂y
∂B(x,y)

∂x
∂B(x,y)

∂y

=

(
Re( f ′(z)) −Im( f ′(z))
Im( f ′(z)) Re( f ′(z))

)

As a consequence, the Jacobian determinant det JF(x,y) is equal to | f ′(z)|2 and thus vanishes if
and only if f ′(z) = 0: in the case of the exponential function, it vanishes nowhere.

Exercice 1.2.8 Verify these formulas when A(x,y) = ex cos(y), B(x,y) = ex sin(y) and f ′(z) =
exp(x+ iy).

1.3 The exponential function as a covering map

From equation ex+iy = ex(cosy+ i siny), one sees that ez = 1⇔ z∈ 2iπZ, i.e. ∃k ∈Z : z = 2iπk. It
follows that ez1 = ez2 ⇔ ez2−z1 = 1⇔ z2− z1 ∈ 2iπZ, i.e. ∃k ∈ Z : z2 = z1 +2iπk. We shall write
this relation: z2 ≡ z1 (mod 2iπZ) or more shortly z2 ≡ z1 (mod 2iπ).

Theorem 1.3.1 The map exp : C→ C∗ is a covering map, that is: for any w ∈ C∗, there is a
neighborhood V ⊂ C∗ of w such that exp−1(V ) =

⊔
Uk (disjoint union), where each Uk ⊂ C is an

open set and exp : Uk→V is an homeomorphism (a bicontinuous bijection).

Proof. - Choose a particular z0 ∈C such that exp(z0) = w. Choose an open neighborhood U0 of z0
such that, for any z′,z′′ ∈U0, one has |z′′− z′|< 2π. Then exp maps bijectively U0 to V := exp(U0).
Moreover, one has exp−1(V ) =

⊔
Uk where k runs in Z and the Uk = U0 + 2iπk are open sets. It

remains to show that V is an open set. The most generalizable way is to use the local inversion
theorem, since the Jacobian determinant vanishes nowhere. Another way is to choose an open set
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as in exercice 1.2.7. �

The fact that exp is a covering map is a very important topological property and it has many
consequences.

Corollary 1.3.2 (Path lifting property) Let a < b in R and let γ : [a,b]→ C∗ be a continuous
path with origin γ(a) = w0 ∈C∗. Let z0 ∈C be such that exp(z0) = w0. Then, there exists a unique
lifting, a continuous path γ : [a,b]→ C∗ such that ∀t ∈ [a,b] , expγ(t) = γ(t) and subject to the
initial condition γ(a) = z0.

Exercice 1.3.3 If one chooses another z′0 ∈ C such that exp(z′0) = w0, one gets another lifting
γ
′ : [a,b]→C∗ such that ∀t ∈ [a,b] , expγ

′(t) = γ(t) and subject to the initial condition γ
′(a) = z′0.

Show that there is some constant k ∈ Z such that ∀t ∈ [a,b] , γ
′(t) = γ(t)+2iπk.

Corollary 1.3.4 (Index of a loop with respect to a point) Let γ : [a,b]→C∗ be a continuous loop,
that is γ(a) = γ(b) = w0 ∈ C∗. Then, for any lifting γ of γ, one has γ(b)− γ(a) = 2iπn for some
n ∈ Z. The number n is the same for all the liftings, it depends only on the loop γ: it is the index
of γ around 0, written I(0,γ).

Actually, another property of covering maps (the “homotopy lifting property) allows one to
conclude that I(0,γ) does not change if γ is continuously deformed within C∗: it only depends on
the “homotopy class” of γ (see the topology course).

Example 1.3.5 If γ(t) = enit on [0,2π], then all liftings of γ have the form γ(t) = nit + 2iπk for
some k ∈ Z and one finds I(0,γ) = n.

1.4 The exponential of a matrix

For a complex vector X =

x1
...

xn

∈Cn, we define ||X ||∞ := max
1≤i≤n

(|xi|). Then, for a complex square

matrix A = (ai, j)1≤i, j≤n ∈Matn(C), define the subordinated norm:

|||A|||
∞

:= sup
X∈Cn
X 6=0

||AX ||∞
||X ||∞

= max
1≤i≤n

n

∑
j=1

∣∣ai, j
∣∣ .

Then, for the identity matrix, |||In|||∞ = 1; and, for a product, |||AB|||
∞
≤ |||A|||

∞
|||B|||

∞
. It follows

easily that
∣∣∣∣∣∣∣∣| 1k!

Ak
∣∣∣∣|∣∣∣∣

∞

≤ 1
k!
|||A|||k

∞
for all k ∈ N, so that the series ∑

k≥0

1
k!

Ak converges absolutely

for any A ∈Matn(C). It actually converges normally on all compacts and therefore define a con-

tinuous map exp : Matn(C)→Matn(C), A 7→ ∑
k≥0

1
k!

Ak. We shall also write for short eA := exp(A).

In the case n = 1, the notation is consistent.

Examples 1.4.1 (i) For a diagonal matrix A :=Diag(λ1, . . . ,λn), one has
1
k!

Ak =Diag(λk
1/k!, . . . ,λk

n/k!),

so that exp(A) = Diag(eλ1 , . . . ,eλn).

8



(ii) If A is an upper triangular matrix with diagonal D := Diag(λ1, . . . ,λn), then
1
k!

Ak is an upper

triangular matrix with diagonal
1
k!

Dk, so that exp(A) is an upper triangular matrix with diagonal

exp(D) = Diag(eλ1 , . . . ,eλn). Similar relations hold for lower triangular matrices.

(iii) Take A :=
(

0 1
1 0

)
. Then A2 = I2, so that exp(A) = aI2 +bA =

(
a b
b a

)
, where a = ∑

k≥0

1
(2k)!

and b = ∑
k≥0

1
(2k+1)!

.

The same kind of calculations as for the exponential map gives the rules exp(0n)= In; exp(A)=
exp(A); and:

AB = BA =⇒ exp(A+B) = exp(A)exp(B) = exp(B)exp(A).

Remark 1.4.2 The condition AB = BA is required to use the Newton binomial formula. If we

take for instance A :=
(

0 1
0 0

)
and B :=

(
0 0
1 0

)
, then AB 6= BA. We have A2 = B2 = 0, so that

exp(A) = I2 +A =

(
1 1
0 1

)
and exp(B) = I2 +B =

(
1 0
1 1

)
, thus exp(A)exp(B) =

(
2 1
1 1

)
. On

the other hand, A+B =

(
0 1
1 0

)
and the previous example gave the value of exp(A+B), which

was clearly different.

It follows from the previous rules that exp(−A) =
(
exp(A)

)−1 so that exp actually sends
Matn(C) to GLn(C). Now there are rules more specific to matrices. For the transpose, using
the fact that t(Ak) = (tA)k, and also the continuity of A 7→ tA (this is required to go to the limit
in the infinite sum), we see that exp(tA) = t(exp(A)). Last, if P ∈ GLn(C), from the relation
(PAP−1)n = PAnP−1 (and also from the continuity of A 7→ PAnP−1), we deduce the very useful
equality:

Pexp(A)P−1 = exp(PAP−1).

Now any complex matrix A is conhugate to an upper triangular matrix T having the eigenvalues of
A on the diagonal; using the examples above, one concludes that if A has eigenvalues λ1, . . . ,λn,
then exp(A) has eigenvalues eλ1 , . . . ,eλn :

Sp(eA) = eSp(A).

Note that this implies Tr(eA) = edetA.

Example 1.4.3 Let A :=
(

0 −π

π 0

)
. Then A is diagonalisable with spectrum Sp(A) = {iπ,−iπ}.

Thus, exp(A) is diagonalisable with spectrum {−1,−1}. Therefore, exp(A) =−I2.

Exercice 1.4.4 Compute exp
(

0 −b
b 0

)
in two ways: by diagonalisation as in the example above;

by direct calculation as in a previous example. Deduce from this the value of exp
(

a −b
b a

)
.
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1.5 Application to differential equations

Let A ∈Matn(C) be fixed. Then, z 7→ ezA is a C-derivable function from C to the complex linear
space Matn(C); this simply means that each coefficient is a C-derivable function from C to itself.
Derivating our matrix-valued function coefficientwise, we find:

d
dz

ezA = AezA = ezAA.

Indeed,
e(z+h)A− ezA

h
= ezA ehA− In

h
=

ehA− In

h
ezA and

ehA− In

h
= A+

h
2

A2 + · · ·

Now consider the vectorial differential equation:

d
dz

X(z) = AX(z),

where X : C→ Cn is searched as a C-derivable vector-valued function, and again derivation is
performed coefficientwise. We solve this by changing of unknown function: X(z) = ezAY (z).
Then, applying Leibniz rule for derivation: ( f g)′ = f ′g+ f g′ (it works the same for C-derivation),
we find:

X ′ = AX =⇒ ezAY ′+AezAY = AezAY =⇒ ezAY ′ = 0 =⇒ Y ′ = 0.

Therefore, Y (z) is a constant function. (Again, we admit a property of C-derivation: that f ′ = 0⇒
f constant.) If now we fix z0 ∈ C, X0 ∈ Cn and we adress the Cauchy problem:

d
dz

X(z) = AX(z),

X(z0) = X0,

we see that the unique solution is X(z) := e(z−z0)AX0.

An important theoretical consequence is the following. Call Sol(A) the set of solutions of
d
dz

X(z) = AX(z). This is obviously a complex linear space. What we proved is that the map

X 7→ X(z0) from Sol(A) to Cn, which is obviously linear, is also bijective. Therefore, it is an
isomorphism of Sol(A) with Cn. (This is a very particular case of the Cauchy theorem for complex
differential equations.)

Example 1.5.1 To solve the linear homogeneous second order scalar equation (with constant co-

efficients) f ′′+ p f ′+q f = 0 (p,q ∈C), we introduce the vector valued function X(z) :=
(

f (z)
f ′(z)

)
and find that our scalar equation is actually equivalent to the vector equation:

X ′ = AX , where A :=
(

0 1
−q p

)
.

Therefore, the solution will be searched in the form X(z) := e(z−z0)AX0, where z0 may be chosen
at will or else imposed by initial conditions.

Exercice 1.5.2 Compute e(z−z0)A and solve the problem with initial conditions f (0)= a, f ′(0)= b.
There will be a discussion according to whether p2−4q = 0 or 6= 0.
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Chapter 2

Power series

2.1 Formal power series

These are actually purely algebraic objects, a kind of “polynomials of infinite degree”:

C[[z]] := {∑
n≥0

anzn | ∀n ∈ N , an ∈ C}.

This means that we do not attach (for the moment) any meaning to the “sum”, do not consider z
as a number and do not see f as a function. We agree to say that the formal power series ∑

n≥0
anzn

and ∑
n≥0

bnzn are equal if, and only if, they have the same coefficients.

Let λ ∈ C and let ∑
n≥0

anzn ∈ C[[z]] and ∑
n≥0

bnzn ∈ C[[z]]. Then we define the following opera-

tions:

λ.

(
∑
n≥0

anzn

)
:= ∑

n≥0
(λ.an)zn,

∑
n≥0

anzn + ∑
n≥0

bnzn := ∑
n≥0

(an +bn)zn,(
∑
n≥0

anzn

)
.

(
∑
n≥0

bnzn

)
:= ∑

n≥0
cnzn where ∀n ∈ N , cn := ∑

i+ j=n
aib j.

With the first and second operation, we make C[[z]] into a linear space over the complex num-
bers. With the second and last operation, we make it into a commutative ring. (Its zero element is
∑

n≥0
0zn, written for short 0; its unit element is 1+ ∑

n≥1
0.zn, written for short 1.) Altogether, we say

that C[[z]] is a C-algebra.

Polynomials can be considered as formal power series, with almost all their coefficients being
zero. The operations are the same, so we identify C[z]⊂ C[[z]] as a sub-algebra (sub-linear space
and sub-ring). Among polynomials are the constants: C⊂ C[z]⊂ C[[z]] and so we identify a ∈ C
with a+ ∑

n≥1
0.zn ∈ C[[z]].
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Remark 2.1.1 Although it has no meaning for the moment to substitute a complex number z0 ∈C
to the formal indeterminate z, we will allow ourselves to write f (0) := a0 when f := ∑

n≥0
anzn ∈

C[[z]] and call it the constant term. It has the natural properties that (λ. f )(0) = λ. f (0), ( f +
g)(0) = f (0)+g(0) and ( f .g)(0) = f (0)g(0).

Invertible elements. In C[z], only nonzero constants are invertible, but in C[[z]] we can perform

such calculations as
1

1+ z
= 1− z+ z2− z3 + · · · Remember that we do not attach any numerical

meaning to this equality, it only means that performing the product (1+ z)(1− z+ z2− z3 + · · ·)
according to the rules above yields the result 1+ ∑

n≥1
0.zn = 1. More generally:

(
∑
n≥0

anzn

)
.

(
∑
n≥0

bnzn

)
= 1⇐⇒ a0b0 = 1 and ∀n≥ 1 , ∑

i+ j=n
aib j = 0

⇐⇒ b0 = 1/a0 and ∀n≥ 1 , bn =−(anb0 + · · ·+a0bn−1)/a0.

Therefore, ∑
n≥0

anzn is invertible if, and only if a0 6= 0. The coefficients of it inverse are then

calculated by the above recursive formulas. The group of units (invertible elements) of the ring
C[[z]] is:

C[[z]]∗ = {∑
n≥0

anzn ∈ C[[z]] | a0 6= 0}= { f ∈ C[[z]] | f (0) 6= 0}.

Valuation. For f := ∑
n≥0

anzn ∈C[[z]], we define v0( f ) := min{n∈N | an 6= 0}. This is called the

valuation of f or the order of f at 0. By convention, v0(0) := +∞. Thus, if v0( f ) = k ∈ N, then
f = akzk + ak+1zk+1 + · · · and ak 6= 0, and therefore f = zku where u ∈ C[[z]]∗. It easily follows
that f |g, meaning “ f divides g” (i.e. ∃h ∈ C[[z]] : g = f h) if and only if v0( f )≤ v0(g). Likewise,
f ∈ C[[z]]∗ ⇔ v0( f ) = 0. Other useful rules are: v0( f + g) ≥ min(v0( f ),v0(g)) and v0( f g) =
v0( f )+v0(g). An easy consequence is that C[[z]] is an integral ring, i.e. f g = 0⇒ f = 0 or g = 0.

Field of fractions. Let f ,g 6= 0. If f |g, then g/ f ∈C[[z]]. Otherwise, writing f = zku and g= zlv
with k, l ∈ N and u,v ∈ C[[z]]∗ (thus k = v0( f ) and l = v0(g)), we have g/ f = zl−k(v/u), where
l− k < 0 (since f does not divide g) and v/u ∈ C[[z]]∗. For example:

1/(z+ z2) = (1− z+ z2− z3 + · · ·)/z = z−1−1+ z− z2 + · · ·

This means that quotients of formal power series are “extended” formal power series with a finite
number of negative powers. We therefore define the set of formal Laurent series:

C((z)) := C[[z]][z−1] = C[[z]]+ z−1C[z−1].

With the same operations as in C[[z]], it actually becomes a field: indeed, it is the field of fractions
of C[[z]]. Beware that the elements of C((z)) have the form ∑

n>>−∞,
anzn, the symbol n >> −∞

meaning “n≥ n0 for some n0 ∈ Z”.
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Formal derivation. For f := ∑
n≥0

anzn ∈C[[z]], we define its derivative f ′= ∑
n≥0

nanzn−1 = ∑
n≥0

(n+

1)an+1zn. We also write it d f/dz. For the moment, this has no analytical meaning, it is just an alge-
braic operation on the coefficients. However, it satisfies the usual rules: if λ ∈C then (λ f )′ = λ f ′;
for any f ,g, ( f +g)′ = f ′+g′ and ( f g)′ = f g′+ f ′g (Leibniz rule). Last, f ′ = 0⇔ f ∈ C. Actu-
ally, the definition above as well as the rules can be extended without problem to formal Laurent
series f ∈ C((z)), and we have two more rules: (1/ f )′ =− f ′/ f 2 and ( f/g)′ = ( f ′g− f g′)/g2. If
we introduce the logarithmic derivative f ′/ f , we conclude that ( f g)′/( f g) = f ′/ f +g′/g and that
( f/g)′/( f/g) = f ′/ f −g′/g.

Example 2.1.2 (Newton binomial formula) These rules sometimes allow one to transform an
algeraic equation into a differential one, which may be easier to deal with, as we shall see. Let
p ∈ Z and q ∈ N, and assume they are coprime and q > 1. Therefore, r := p/q ∈ Q \Z is a
rational in reduced form and not an integer. We are going to define f := (1+ z)r by requiring that
f = a0 + a1z+ · · · has constant term f (0) = a0 = 1 and that f q = (1+ z)p. Now, using the fact
that h = 1 is equivalent to h′/h = 0 and h(0) = 1, one has the logical equivalences:

f q = (1+ z)p⇐⇒ f q/(1+ z)p = 1

⇐⇒ q f ′/ f = p/(1+ z) and aq
0 = 1

⇐⇒ (1+ z) f ′ = r f ,

since we have already required that a0 = 1. Thus, we have a kind of Cauchy problem: a differential
equation and an initial condition. Now, (1+ z) f ′ = ∑

n≥0
((n+1)an+1 +nan)zn, so, by identification

of coefficients, we see that our Cauchy problem is equivalent to:

a0 = 1 and ∀n≥ 0 , (n+1)an+1 +nan = ran⇐⇒ a0 = 1 and ∀n≥ 0 , (n+1)an+1 = (r−n)an

⇐⇒ a0 = 1 and ∀n≥ 0 , an+1 =
r−n
n+1

an

⇐⇒∀n≥ 0 , an =

(
r
n

)
,

where we have defined the generalized binomial coefficients:(
r
0

)
:= 1 and ∀n≥ 1 ,

(
r
n

)
:=

r(r−1) · · ·(r−n+1)
n!

·

This gives the generalized Newton binomial formula:

(1+ z)r = ∑
n≥0

(
r
n

)
zn.

Note that the right hand side makes sense for any r ∈ C. After the study of the series log(1+ z),
we shall be able to see that then the left hand side is exp(r log(1+ z)).

Substitution (or composition). Let f ,g ∈ C[[z]]. If they were functions, we could define the
composition g ◦ f . We shall define a formal analogue under some conditions, but rather call it
substitution of z by f in g. The restrictive assumption is that k := v0( f )≥ 1, i.e. f (0) = 0. On the

13



other hand, we can authorize g to be a formal Laurent series. If we write g= ∑
n≥n0

bnzn, we consider

first its truncated series: gN :=
N
∑

n=n0

bnzn. These are “Laurent polynomials”, that is polynomials

with a some negative exponents. There are only a finite number of terms, so that it makes sense to
define:

gN ◦ f :=
N

∑
n=n0

bn f n.

Now, two successive composites gN ◦ f and gN−1 ◦ f differ by the term bN f N , which has order
Nk (or vanishes if bN = 0). Therefore, the terms up to degree Nk are the same for all gN′ ◦ f for
N′ ≥ N. In this way, we see that the coefficients “stabilize” and we can define g ◦ f as the limit
coefficientwise of the gN ◦ f . The composition of formal power series satisfies the usual rules
for functions. For instance, (g◦ f )(0) = g(0) (this only makes sense if g ∈ C[[z]]), (g◦ f1)◦ f2 =
g◦( f1◦ f2), (g1+g2)◦ f = (g1◦ f )+(g2◦ f ), (g1g2)◦ f = (g1◦ f )(g2◦ f ) and (g◦ f )′= (g′◦ f ) f ′.

Examples 2.1.3 (i) If g = z+ z2, writing f = a1z+a2z2 + · · · :

g◦ f = f + f 2

= ∑
n≥1

(
an + ∑

i+ j=n
aia j

)
zn and

f ◦g = f (z+ z2)

= ∑
n≥1

an(z+ z2)n

= ∑
n≥1

(
∑

i+ j=n

(
i
j

)
ai

)
zn.

(ii) Take g = 1+ z+ z2/2+ z3/6+ · · · (the formal series with the same coefficients as exp) and
f (z) = z− z2/2+ z3/3− z4/4+ · · · (this one corresponds in some sense to log(1+ z)). Then the
very serious reader could calculate the first terms of g ◦ f and find 1+ z and then all terms seem
to vanish. This can also be seen in the following way: clearly, g′ = g and f ′ = 1/(1+ z), so
that putting h := g ◦ f , one has h′ = h/(1+ z) and h(0) = 1, from which one deduces easily that
h = 1+ z.

Reciprocation. It is obvious that g ◦ z = g and that, when defined, z ◦ f = f . So z is a kind of
neutral element for the (non commutative) law ◦. One can therefore look for an inverse1: g being
given, does there exist f such that g◦ f = f ◦g = z ? For this to make sense, one must require that
v0( f ),v0(g) ≥ 1. Then one sees easily that v0(g ◦ f ) = v0(g)v0( f ), so that g can be reciprocated
only if v0(g) = 1. This condition is sufficient, and the solution of any of the two problems g◦ f = z
or f ◦ g = z is unique, and it is a solution of the other problem; but this is rather complicated to
prove (see the book of Cartan).

Exercice 2.1.4 Solve the two problems when g = z+ z2.

1To distinguish this process for plain inversion 1/ f , we shall call it reciprocation.
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2.2 Convergent power series

Theorem 2.2.1 Suppose that the series f := ∑
n≥0

anzn
0 converges in C for some non zero value

z0 ∈ C. Let R := |z0|. Then the series ∑
n≥0

anzn is normally convergent in any closed disk D(0,R′)

with 0 < R′ < R.

Proof. - The
∣∣anzn

0

∣∣ = |an|Rn are bounded by some M > 0 and, on D(0,R′), one has |anzn| ≤
M(R′/R)n. �

Corollary 2.2.2 The map z 7→ ∑
n≥0

anzn defines a continuous function on the open disk
◦
D(0,R),

with values in C.

Definition 2.2.3 The radius of convergence (improperly abreviated as “r.o.c.”) of the series ∑
n≥0

anzn

is defined as sup{|z0| | ∑
n≥0

anzn
0 converges}. If the radius of convergence of f := ∑

n≥0
anzn is strictly

positive, we call f a power series. If necessary, we emphasize: convergent power series. The set
of power series is written C{z}. (It is a subset of C[[z]] and it contains C[z].)

Examples 2.2.4 The r.o.c. of ∑zn is 1. The r.o.c. of ∑zn/n! is +∞. The r.o.c. of ∑n!zn is 0.

Corollary 2.2.5 Let r be the r.o.c. of ∑
n≥0

anzn. If |z0| < r, then ∑
n≥0

anzn
0 is absolutely convergent.

If |z0|> r, then ∑
n≥0

anzn
0 diverges.

The open disk
◦
D(0,r) is called the disk of convergence. Its boundary, the circle ∂D(0,r), is

called the circle of indeterminacy.

Examples 2.2.6 Let k ∈ Z (actually, what follows works for k ∈ R). The series ∑
n≥1

zn/nk con-

verges absolutely for |z|< 1 and it diverges for |z|> 1, so its r.o.c. is 1.
For k ≤ 0, it converges at no point of the circle of indeterminacy.
For k > 1, it converges at all points of the circle of indeterminacy.
For 0 < k ≤ 1, it diverges at z = 1. But it converges at all the other points of the circle of indeter-
minacy.

Exercice 2.2.7 Prove the last statement. (This uses Abel’s transform: putting Sn := 1+z+ · · ·+zn,
one has

N

∑
n=1

zn/nk =
N

∑
n=1

(Sn−Sn−1)/nk =
N

∑
n=1

Sn(1/nk−1/(n+1)k)+RN ,

where RN → 0 and, if |z|= 1, z 6= 1, the Sn are bounded.)
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Rules for computing the radius of convergence. The first rule is the easiest to use; it is a direct

consequence of d’Alembert criterion for series. If an 6= 0 for n big enough and if lim
n→+∞

∣∣∣∣an+1

an

∣∣∣∣= l,

then the r.o.c. is 1/l.
The second rule is due to Hadamard. it is more complicated, bur more general: it always applies
if the first rule applies, but it also applies in other cases. In its simplest form, it says that if
lim

n→+∞

∣∣ n
√

an
∣∣= l, then the r.o.c. is 1/l. (There is a more complete form using lim but we shall not

need it.)

What happens near the circle of indeterminacy. The power series f := ∑
n≥0

anzn with r.o.c. r

defines a continuous function on
◦
D(0,r). We shall admit:

Theorem 2.2.8 (Abel’s radial theorem) Suppose that f converges at some z0 ∈ ∂D(0,r). Then:

f (z0) = lim
t→1
t<1

f (tz0).

�

Example 2.2.9 Take f (z) := ∑
n≥1

(−1)n−1

n
zn. Its r.o.c. is 1. By the standard criterion for alternat-

ing series, it converges at z = 1. For 0 < t < 1, f can be derived termwise to give
1

1+ t
, so that

f (t) = ln(1+ t). Therefore ∑
n≥1

(−1)n−1

n
zn = ln2.

Remark 2.2.10 The converse of Abel’s theorem is not generally true. For instance, if we take

f (z) := ∑
n≥0

(−1)nzn, we see that for 0 < t < 1, one has f (t) =
1

1+ t
which tends to 1/2 as t → 1,

t < 1. But of course f (1) does not converge. (When a converse is proved to be true under additional
assumption, it is called a “Tauberian theorem”.)

2.3 The ring of power series

To each power series f with strictly positive r.o.c., we associate a continuous function on some
open neighborhood of 0 (actually a disk), which we also write f . The neighborhood is not the
same for all power series and all the associated functions.

Lemma 2.3.1 If two power series define the same function in some neighborhood of 0, then they
are equal, i.e. they have the same coefficients.

Proof. - Suppose ∑
n≥0

anzn = ∑
n≥0

bnzn for all z such that |z| < r, for some r > 0. Then putting

z = 0 we have a0 = b0; then dividing by z, we see that ∑
n≥0

an+1zn = ∑
n≥0

bn+1zn for all z such that

0 < |z|< r, hence also for z = 0 by continuity. Therefore, we can iterate the process. �
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Therefore, in order to determine the power series f , it is enough to know the function f in
some undetermined neighborhood of 0. We shall say that two functions defined in some neihbor-
hoods of 0 (maybe not the same neighborhood) define the same germ at 0 if they are equal in some
neighborhood of 0 (maybe strictly smaller than the intersection of the neighborhoods we begun
with). So, to each power series is associated a germ at 0 and the process is injective. The set
of germs obtained in this way (that is, coming from convergent power series) will be written O0.
Therefore, we can identify the power series f with the associated germ and the set C{z} with the
set O0.

Let us write temporarily f1 ∼ f2 if f1, f2 are functions in some neighborhoods of 0 and if
they define the same germ in O0. Then the following rules are easily established (with obvi-
ous notations): f1 ∼ f2 ⇒ λ f1 ∼ λ f2; f1 ∼ f2 and g1 ∼ g2 ⇒ f1 + g1 ∼ f2 + g2; f1 ∼ f2 and
g1 ∼ g2⇒ f1g1 ∼ f2g2. We deduce from these rules that germs can be multiplied by scalars, and
added and multiplied among themselves. Clearly, they form a C-algebra.

On the other hand, it is not difficult to see that for power series, if f has r.o.c. r and defines the
germ φ, then λ f has r.o.c. r (or maybe +∞ if λ = 0) and it defines the germ λφ. Likewise, if f and
g respectively have r.o.c. r and s and define the germs φ and γ, then f +g has r.o.c. ≥ r and defines
the germ φ+ γ; and f g has r.o.c. ≥ r and defines the germ φγ. If f has r.o.c. r and f (0) 6= 0, then
its inverse series in C[[z]] is a convergent power series2.

We conclude that C{z} is a subalgebra of C[[z]] and that it is isomorphic to O0. Its invertible
elements are those such that f (0) 6= 0.

Now let f ,g ∈C{z}. If f (0) = 0, then one can compose the series. One can prove that g◦ f is
a convergent power series (see the book of Cartan for precisions) and that the associated germ is
the composition of the germs associated to f and g. In the same way, the reciprocation processes
for power series and for functions and germ correspond to each other.

Exercice 2.3.2 Taking g = 1+ z+ z2/2+ z3/6+ · · · and f (z) = z− z2/2+ z3/3− z4/4+ · · · , use
the relation g◦ f = 1+ z (proved in the section on formal power series) to compute ∑

n≥1
in/n. Then

deduce the formulas: 1−1/3+1/5−1/7+ · · ·= π/4 and 1/2−1/4+1/6−1/8+ · · ·= (ln2)/2.

2It will follow from the next chapter on analytic functions that the r.o.c. of 1/ f is the smallest |z0| for f (z0) = 0; or
is at least that of f if f has no zero in its disk of convergence.
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2.4 C-derivability of power series

First, when h is small, (z+ h)n = zn + nzn−1h+O(h2), so that lim
h→0

(z+h)n− zn

h
= nzn−1. For a

power series f := ∑
n≥0

anzn, we can therefore calculate formally the C-derivative:

lim
h→0

f (z+h)− f (z)
h

= lim
h→0

∑
n≥0

an
(z+h)n− zn

h

= ∑
n≥0

lim
h→0

an
(z+h)n− zn

h

= ∑
n≥0

an(nzn−1)

= ∑
n≥0

(n+1)an+1zn.

The interchange lim
h→0

∑
n≥0

= ∑
n≥0

lim
h→0

can be justified on the disk of convergence by the fact that

the result converges normally in every strictly smaller closed disk. We conclude that convergent
power series are C-derivable and that the C-derivation is computed in the same way as the formal
derivation. Note that one cannot conclude on the circle of indeterminacy, as shows the example of
the series ∑

n≥1
zn/n2.

Theorem 2.4.1 A power series of r.o.c. r defines on
◦
D(0,r) an indefinitely C-derivable function

which is equal to its Taylor expansion at 0.

Proof. - By iterating the argument above, one finds that the kth derivative is f (k)(z)= ∑
n≥0

(n+ k)!
n!

an+kzn,

whence ak =
f (k)(0)

k!
· �

By exactly the same computation as in the case of the exponential, we draw:

Corollary 2.4.2 The associated function F(x,y) = (A(x,y),B(x,y)) from
◦
D(0,r) (viewed as an

open disk in R2) to R2 is indefinitely differentiable. Its Jacobian matrix is given by the formula:

JF(x,y) =


∂A(x,y)

∂x
∂A(x,y)

∂y
∂B(x,y)

∂x
∂B(x,y)

∂y

=

(
Re( f ′(z)) −Im( f ′(z))
Im( f ′(z)) Re( f ′(z))

)

In particular, we have the Cauchy-Riemann formulas:

∂A(x,y)
∂x

=
∂B(x,y)

∂y
,

∂A(x,y)
∂y

=−∂B(x,y)
∂x

,

which are often summarized as:
∂ f (z)

∂y
= i

∂ f (z)
∂x
·
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Since the Jacobian determinant is | f ′(z)|2, the local inversion theorem allows us to deduce:

Corollary 2.4.3 At all points of the disk of convergence such that f (′z) 6= 0, the map f is locally
invertible.

Later, we shall prove that, if f is not constant, the zeroes of f are isolated. With the corollary
above, this implies:

Corollary 2.4.4 If f is not constant, it defines an open map on
◦
D(0,r). (This means that it trans-

forms open subsets of
◦
D(0,r) into open sets.)

Exercice 2.4.5 Let k ≥ 2. Prove using the above corollaries that there exists an open disk U and
a power series f defined on U such that f k = 1+ z. Deduce from that that, for g ∈ C{z} to be the
kth power of a power series, it is necessary and sufficient that v0(g) is a multiple of k.

2.5 Expansion of a power series at a point 6= 0

Let f := ∑
n≥0

anzn with r.o.c. r > 0 and let z0 ∈
◦
D(0,r). We compute formally the expansion of f

near z0 as follows:

f (z0 + z) = ∑
n≥0

an(z0 + z)n

= ∑
n≥0

an ∑
l+m=n

(l +m)!
l!m!

zl
0zm

= ∑
m≥0

(
∑
l≥0

(l +m)!
l!m!

al+mzl
0

)
zm

= ∑
m≥0

f (m)(z0)

m!
zm,

since we already know that f (m)(z0) = ∑
l≥0

(l +m)!
l!

al+mzl
0. This calcultion can be rigorously justi-

fied, and one can prove (see for example the book of Cartan):

Theorem 2.5.1 The Taylor series ∑
m≥0

f (m)(z0)

m!
zm of the function f at z0 is convergent. Its r.o.c. is

at least equal to r−|z0|. The function g(z) it defines is equal to f (z0 + z) on
◦
D(0,r−|z0|).

�

Example 2.5.2 Let f (z) = 1+ z+ z2 + · · ·= 1
1− z

(for |z|< 1) and let |z0|< 1. Then:

f (n)(z) = ∑
k≥0

(n+ k)!
k!

zk =
n!

(1− z)n+1 ·
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Therefore:

∑
n≥0

f (n)(z0)

n!
zn = ∑

n≥0

zn

(1− z0)n+1 ·

This has r.o.c. |1− z0|. For |z|< |1− z0|, one has:

∑
n≥0

zn

(1− z0)n+1 =
1

1− z0

1
1− z

1−z0

=
1

1− z0− z
= f (z0 + z).

The very last equality makes sense because |z|< |1− z0| ⇒ |z0 + z|< 1, so that z0 + z is indeed in
the disk of convergence of f .

Exercice 2.5.3 In the example above, for what values of z0 is the r.o.c. of the new power series
bigger than |1− z0| ? Draw the corresponding disk to see how the domain of f has been extended.

Generally speaking, calling r′ the new r.o.c., either
◦
D(z0,r′) goes beyond the boundary of

◦
D(0,r), or not. The points of the circle of indeterminacy which cannot be outcrossed in this
way are “boundary points”. It can be proved that there are always boundary points on the circle
of indeterminacy. (This is a consequence of “Cauchy theory”). For some special power series,
like ∑

n≥0
z2n

, “Hadamard’s theorem on lacunary series”implies that all the points of the circle of

indeterminacy are boundary points.

2.6 Power series with values in a linear space

Let V := Cd and let X(z) :=

 f1(z)
...

fd(z)

, where the fi ∈ C{z} have r.o.c. ri. The vector-valued

function X is defined and continuous on
◦
D(0,r), where r := min(r1, . . . ,rd)> 0.

Defining the C-derivative of X(z) as X ′(z) := lim
h→0

X(z+h)−X(z)
h

(also written dX(z)/dz), we

see that it is indeed C-derivable on
◦
D(0,r) and that X ′(z) =

 f ′1(z)
...

f ′d(z)

.

We can also group the power series expansions fi(z) = ∑ai,nzn in the form X = ∑Xnzn, where

Xn :=

a1,n
...

ad,n

 ∈V . One can prove that, if for an arbitrary norm on V , one has lim
n→+∞

n
√
||Xn||= l,

then the r.o.c. of X(z) is 1/l.

The derivation of vector-valued functions is C-linear: (λ.X)′ = λ.X ′ and (X +Y )′ = X ′+Y ′.
The Leibniz rule takes the form: ( f .X)′ = f .X + f .X ′.

Exercice 2.6.1 Define matrix-valued functions A(z) := (ai, j(z))1≤i, j≤d taking values in Matd(C),
such that all ai, j ∈ C{z}. Write their C-derivatives, the associated rules, the power series expan-
sions. With A and X as described, what can be said of AX ?
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Chapter 3

Analytic functions

3.1 Analytic and holomorphic functions

Definition 3.1.1 (i) Let f be a function or a germ. We say that f admits a power series expan-
sion at z0 ∈ C if there is a (convergent) power series ∑

n≥0
anzn ∈ C{z} such that, for z in some

neighborhood of 0, one has: f (z0 + z) = ∑
n≥0

anzn. We shall then rather write that, for z in some

neighborhood of z0, one has: f (z) = ∑
n≥0

an(z− z0)
n ∈ C{z− z0}. For conciseness, we shall say

that f is PSE (“power series expandable”) at z0.
(ii) Let f be a function on an open set Ω⊂ C. We say that f is analytic on Ω if f admits a power
series expansion at all points z0 ∈Ω. An analytic germ is the germ of an analytic function.
(iii) A function analytic on the whole of C is said to be entire.

Examples 3.1.2 (i) The function ez = ∑
n≥0

ez0

n!
(z− z0)

n is PSE at any z0 ∈ C, so it is entire.

(ii) The function
1
z
=

1
z0(1+ z−z0

z0
)
= ∑

n≥0

(−1)n

zn+1
0

(z− z0)
n is PSE at any z0 6= 0, therefore it is

analytic on C∗. However, no power series describes it on the whole of C∗.
(iii) If f is PSE at z0 with a r.o.c. r, then it is analytic on

◦
D(z0,r) (theorem 2.5.1).

Definition 3.1.3 (i) We say that the function or germ f is C-derivable at z0 if the limit lim
h→0

f (z0 +h)− f (z0)

h

exists. This limit is called the C-derivative of f at z0 and written f ′(z0) or
d f
dz

(z0). From now on,

we shall simply say “derivable, derivative” instead of “C-derivable, C-derivative”.
(ii) A function f defined on an open set Ω⊂ C is said to be holomorphic on Ω if it is C-derivable
at every point of Ω. We then write f ′ or d f/dz the function z0 7→ f ′(z0).

If we identify f with a function F(x,y) = (A(x,y),B(x,y)) (with real variables and with values
in R2), then a necessary and sufficient condition for f to be holomorphic is that F be differentiable
and that it satisfies the Cauchy-Riemann conditions:

∂A(x,y)
∂x

=
∂B(x,y)

∂y
and

∂A(x,y)
∂y

=−∂B(x,y)
∂x

or, in a more compact form:
∂ f (z)

∂y
= i

∂ f (z)
∂x
·
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Then the Jacobian matrix is that of a direct similitude1:

JF(x,y) =


∂A(x,y)

∂x
∂A(x,y)

∂y
∂B(x,y)

∂x
∂B(x,y)

∂y

=

(
Re( f ′(z)) −Im( f ′(z))
Im( f ′(z)) Re( f ′(z))

)

Remark 3.1.4 The geometric consequence is that a non constant holomorphic function preserves
the angles between tangent vectors of curves, and also the orientation: it is conformal.

Theorem 3.1.5 (FUNDAMENTAL !) Analyticity and holomorphicity are equivalent properties.

Proof. - The fact that an analytic function is holomorphic has been proved in the previous chapter.
The converse implication will be admitted: see the books of Ahlfors, Cartan, Rudin. �

Some basic properties.

1. Analytic functions on an open set Ω⊂ C form a C-algebra, which we write O(Ω).

2. If f ∈ O(Ω), then 1/ f ∈ O(Ω′) where Ω′ := Ω \ f−1(0). In particular, the elements of
O(Ω)∗ are the functions f ∈ O(Ω) which vanish nowhere.

3. If f ∈ O(Ω), g ∈ O(Ω′) and f (Ω)⊂Ω′), then g◦ f ∈ O(Ω).

4. Let z0 ∈Ω and let δ denote the distance of z0 to the exterior of Ω (or to its boundary, it is the
same): δ := d(z0,C\Ω) = d(z0,∂Ω)> 0. Then f is indefinitely derivable at z0, and equal to

its Taylor series expansion ∑
m≥0

f (m)(z0)

m!
(z− z0)

m on
◦
D(z0,δ) (which means implicitly that

this series has r.o.c. ≥ δ).

The following theorem will play a central role in our course. We admit it (see the books by
Ahlfors, Cartan, Rudin).

Theorem 3.1.6 (Principle of analytic continuation) Suppose that Ω is a domain (a connected
open set). If f ∈ O(Ω) vanishes on a non empty open set, then f = 0 (the zero function on Ω).

�

As a consequence, if f is not the zero function on Ω, at every z0 ∈Ω it has a non trivial power
series expansion: f (z) = ∑

n≥k
an(z− z0)

n, with ak 6= 0. Then f = (z− z0)
kg, where g is PSE at z0

and g(z0) 6= 0. We shall then write vz0( f ) = k.

This implies in particular that, in some neighborhood of z0, g does not vanish.

Corollary 3.1.7 The zeroes of a non trivial analytic function on a domain are isolated.

1Remember that a direct similitude in the real plane R2 has a matrix of the form
(

u −v
v u

)
. It corresponds in the

complex plane C to the map z 7→ wz, where w := u+ iv. These are the only linear maps that preseerve angles and
orientation.
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Remember from the previous chapter that, if f is analytic on a domain Ω , then, at all points
z0 ∈Ω such that f ′(z0) 6= 0, the map f is locally invertible. With the corollary above, this implies:

Corollary 3.1.8 If f is not constant, it defines an open map on
◦
D(0,r). (This means that it trans-

forms open subsets of
◦
D(0,r) into open subsets of C.)

Corollary 3.1.9 Let f be a non trivial analytic function on a domain. Then, on every compact set,
f has finitely many zeroes. Altogether, the set f−1(0) of its zeroes is at most denumerable.

Exercice 3.1.10 Find the zeroes of sin(π/z). Do they accumulate ? Does this contradict the above
results ?

3.2 Singularities

Theorem 3.2.1 (Riemann’s theorem of inexistent singularities) Let Ω ⊂ C be an open set and
let z0 ∈ Ω. Assume that f ∈ O(Ω \ {0}) is bounded on some punctured neighborhood of z0, that
is on some U \ {0}, where U is a neighborhood of z0. Then f admits a continuation at z0 which
makes it an analytic function on the whole of Ω.

Proof. - See the books of Ahlfors, Cartan, Rudin. �

Obviously, the said continuation is unique and we shall identify it with f (and write it f ).

Example 3.2.2 The function f (z) :=
z

ez−1
is analytic on Ω := C \ 2iπZ. But since lim

z→0
f (z) =

1
exp′(0)

= 1, the function f is bounded near 0 and can be continuated there by putting f (0) := 1.

Exercice 3.2.3 Show that the power series expansion of f at 0 has r.o.c. 2π. Give a way to
compute recursively its coefficients and find them up to degree 6.

Corollary 3.2.4 Let Ω ⊂ C be an open set and let z0 ∈ Ω and f ∈ O(Ω \ {0}). Three cases are
possible:

1. If f is bounded on some punctured neighborhood of z0, we consider it as analytic on Ω.

2. Else, if there exists N ≥ 1 such that f (z) = O
(
|z− z0|N

)
, then there exists a unique k ≥ 1

such that g := (z− z0)
k f is analytic and g(z0) 6= 0. In this case, f is said to have a pole of

order k at z0. We put vz0( f ) :=−k.

3. Else, we say that f has an essential singularity at z0.

Example 3.2.5 The function
e1/z

ez−1
has simple poles (i.e. of order 1) at all points of 2iπZ except

0 and an essential singularity at 0.
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If f has a pole of order k at z0, it admits a (convergent) Laurent series expansion f (z) =
∑

n≥−k
an(z− z0)

n, with a−k 6= 0. We write C({z− z0}) the C-algebra of such series. It is the field of

fractions of C{z− z0} and it is actually equal to C{z− z0}[1/(z− z0)]. Clearly, poles are isolated.

On the other hand, in the case of an essential singularity, f has a “generalized Laurent se-
ries expansion”, with infinitely many negative powers; for instance, e1/z = ∑

n≥0
z−n/n!. Essential

singularities need not be isolated, as shows the example of 1/sin(1/z) at 0.

Definition 3.2.6 The function f is said to be meromorphic on the open set Ω if there is a discrete
subset X ⊂Ω such that f is analytic on Ω\X and has poles on X .

The following is easy to prove:

Theorem 3.2.7 Meromorphic functions on a domain Ω form a field M (Ω). In particular, if f ,g∈
O(Ω) and g 6= 0, then f/g ∈M (Ω).

Much more difficult is the theorem (due to Hadamard) that all meromorphic functions are
quotients of holomorphic functions.

Examples 3.2.8 (i) Rational functions f := P/Q ∈C(z) are meromorphic on C. If P,Q ∈C[z] are
coprime polynomials and if z0 is a root of order k of P, then vz0( f ) = k. If z0 is a root of order
k of Q, then it is a pole of order k of f and vz0( f ) = −k. If z0 is a root of neither P nor Q, then
vz0( f ) = 0.
(ii) If Ω is a domain and f ∈M (Ω), f 6= 0, then f ′/ f ∈M (Ω). The poles of f ′/ f are the zeroes
and the poles of f . They are all simple. All this comes from the fact that if f := (z− z0)

kg with g
analytic at z0 and g(z0) 6= 0, then f ′/ f = k/(z− z0)+g′/g, and g′/g is analytic at z0.

3.3 Cauchy theory

Let Ω be a domain, f ∈ O(Ω) and γ : [a,b]→ Ω be a continuous path (a,b ∈ R and a < b). We
shall define: ∫

γ

f (z)dz :=
∫ b

a
f (γ(t))γ′(t)dt.

For this definition to make sense, we shall require the path γ to be of class C 1, that is, continuously
differentiable. Note however that the weaker assumption: piecewise continuously differentiable
(and continuous) would be sufficient. One can check easily that, in the above formula, reparame-
terizing the path (that is, using γ(φ(s) where φ : [a′,b′]→ [a,b] is a change of parameters) does not
change the integral.

Note that, if f has a primitive F in Ω (that is F ∈O(Ω) and F ′= f ), then
∫

γ
f (z)dz=F(γ(b))−

F(γ(a)). In particular, if γ is a loop, then
∫

γ
f (z)dz = 0.

Examples 3.3.1 (i) Let k ∈ Z and γ1 : [0,2π]→ C∗, t 7→ eit and γ2 : [0,1]→ C∗, t 7→ e2iπt . Let
f (z) := zn, n ∈ Z. Then: ∫

γ1

f (z)dz =
∫

γ2

f (z)dz =

{
2iπk if n =−1,
0 other wise.
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Indeed: ∫
γ1

zn dz =
∫ 2π

0
ikeik(n+1)t dt and

∫
γ2

zn dz =
∫ 1

0
2iπke2iπk(n+1)t dt.

(ii) From this, by elementary computation, one finds that if f has a generalized Laurent series
expansion (be it holomorphic, meromorphic or essentially singular) ∑

n∈Z
anzn at 0, and if its domain

of existence contains the unit circle, then:∫
γ1

f (z)dz =
∫

γ2

f (z)dz = 2iπka−1.

The following important theorems are proved in the books by Ahlfors, Cartan and Rudin.

Theorem 3.3.2 (Cauchy) If f ∈ O(Ω) and γ1,γ2 : [a,b]→ Ω are two homotopic pathes of class
C 1 (that is, they can be continuously deformed into each other within Ω), then:∫

γ1

f (z)dz =
∫

γ2

f (z)dz.

�

Using the calculations in the examples, one deduces:

Corollary 3.3.3 If f (z) = ∑
n∈Z

an(z−z0)
n and if the loop γ has its image in the domain of existence

of f , then: ∫
γ

f (z)dz = 2iπI(z0,γ)a−1.

(Remember that the index I(z0,γ) is the number of times that the loop γ turns around z0 in the
positive sense.)

Definition 3.3.4 If f (z) = ∑
n∈Z

an(z− z0)
n, the complex number a−1 is called the residue of f at z0

and written Resz0( f ).

Theorem 3.3.5 (Cauchy residue formula) Let f have a finite number of singularities in Ω and
let γ be a loop in Ω avoiding all these singularities. Then:∫

γ

f (z)dz = 2iπ∑
z0

I(z0,γ)Resz0( f ),

the sum being taken for all singularities z0.

�

Exercice 3.3.6 Let γ(t) := Reit on [0,2π], where R is “big” and R 6∈ 2iπN. For k ∈ N, compute∫
γ
z−k z

ez−1
dz.
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Corollary 3.3.7 Suppose f ∈M (Ω) (a domain), f 6= 0, and γ is a loop in Ω avoiding all zeroes
and poles of f . Then: ∫

γ

( f ′/ f )(z)dz = 2iπ∑
z0

I(z0,γ)vz0( f ),

the sum being taken for all zeroes and poles.

Corollary 3.3.8 (Cauchy formula) Suppose f ∈ O(Ω) and γ is a loop in Ω avoiding z0 ∈ Ω.
Then: ∫

γ

f (z)
(z− z0)k+1 dz = 2iπI(z0,γ)

f (k)(z0)

k!
·

Primitives Curvilinear integrals (i.e.integrals on pathes) can serve to compute primitives (or
prove they do not exist: see remark below and next chapter for this). Let Ω be a simply connected
domain, that is, all loops can be continuously shrinked to a point. Then by Cauchy theorem on
homotopy invariance, if f ∈ O(Ω) and γ1,γ2 : [a,b]→Ω are any two pathes of class C 1, we have:∫

γ1

f (z)dz =
∫

γ2

f (z)dz.

Now fix a = z0 and consider b = z as a variable. The the above integrals define a same function
F(z) on Ω.

Theorem 3.3.9 This function is the unique primitive of f (that is, F ′ = f ) such that F(z0) = 0.

�

Remark 3.3.10 If Ω is not simply connected, some functions may have no primitives on Ω. For

instance, if a 6∈ Ω and there is a loop γ in Ω such that I(a,γ) 6= 0, then the function f (z) :=
1

z−a
is holomorphic on Ω but has no primitive; indeed,

∫
γ

f (z)dz = I(a,γ).
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Chapter 4

The complex logarithm

4.1 Can one invert the complex exponential function ?

We know that the real exponential function x 7→ ex from R to R∗+ can be inverted by ln : R∗+→ R
in the sense that ∀x ∈ R , ln(ex) = x and ∀y ∈ R∗+ , eln(y) = y. Moreover, ln is a rather “good”
function: it is continuous, derivable, etc. We are going to try to extend this process to C, that is,
to invert the complex exponential function exp : C→ C∗. (However, we shall keep the notation
ln for the real logarithm mentioned above.) It is impossible to have a function L : C→ C∗ such
that ∀z ∈ C , L(ez) = z. Indeed, since ez+2iπ = ez, this would imply z+ 2iπ = z. Clearly, the
impossibility stems from the fact that exp is not injective. However, we know that exp is surjective,
so that for each z ∈ C∗ there exists a (non unique) complex number, say L(z), such that eL(z) = z.
In this way, we can build a function L : C∗→C such that ∀z ∈C∗ , eL(z) = z. Now, the values L(z)
having been choxen at random (each time among infinitely many choices), it is not clear that one
can get in this way a “good” function. Indeed one cannot:

Lemma 4.1.1 There is no continuous function L : C∗→ C such that ∀z ∈ C∗ , eL(z) = z.

Proof. - Actually, it is not even possible such a continuous function on U. Assume indeed there
was one such function L : U→C and put, for all t ∈R, f (t) := L(eit)− it. Then f is a continuous
function from R to C. Since eL(eit) = eit , we see that e f (t) = 1 for all t. Therefore the continuous
function f sends the connected set R to the discrete set 2iπZ; this is only possible if it is constant.
Thus, there exists a fixed k ∈ Z such that: ∀t ∈ R , L(eit) = it +2iπk. Now, writing this for t and
t +2π yields the desired contradiction. �

Therefore, we are going to look for local determinations of the logarithm: this means a con-
tinuous function L : Ω→C, where Ω is some open subset of C∗, such that ∀z ∈Ω , eL(z) = z. This
will not be possible for arbitrary Ω.

Lemma 4.1.2 Let Ω⊂ C∗ a domain (a connected open set). Then any two determinations of the
logarithm on Ω differ by a constant. (Of course, there may exist no such determination at all !)

Proof. - If L1 and L2 are two determinations of the logarithm on Ω, then ∀z ∈Ω , eL2(z)−L1(z) = 1,
so that the continuous function L2−L1 sends the connected set Ω to the discrete set 2iπZ, so it is
constant. �
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Therefore, if there is at least one determination of the logarithm on Ω, there is a denumerable
family of them differing by constants 2iπk, k ∈ Z. If one wants to specify one of them, one uses
an initial condition: for some z0 ∈Ω, one chooses a particular w0 ∈ C such that ew0 = z0, and one
knows that there is a unique determination such that L(z0) = w0.

4.2 The complex logarithm via trigonometry

We fix θ0 ∈R arbitrary, indicating a direction in the place, that is a half-line R+eiθ0 . We define the
“cut plane” Ω :=C\R−eiθ0 (that is, we think that we have “cut” the “prohibited half-line” R−eiθ0);
it is an open subset of C∗. Then, for all z ∈Ω, there is a unique pair (r,θ) ∈ R∗+× ]θ0−π,θ0 +π[
such that z = reiθ. Moreover, r and θ are continuous functions of z. Therefore, putting Lθ0(z) :=
ln(r)+ iθ, we get a continuous function Lθ0 : Ω→ C. This is clearly a determination of the loga-
rithm on Ω, characterized by the initial condition Lθ0(e

iθ0) = iθ0.

If we take θ0 := 0, we get the principal determination of the logarithm, which we write log. It
is defined on the cut plane C\R− ⊂ C∗ and characterized by the initial condition log(1) = 0. Its
restriction to R∗+ is ln.

Remark 4.2.1 This nice function cannot be continuously extended to R−. Indeed, if for instance
z ∈ C \R− tends to −1, then it can be written z = reiθ where r > 0 and −π < θ < π. One has
r→ 1 and θ→±π: if z approaches −1 by above, then θ→ +π; if z approaches −1 by below,
then θ→−π. In the first case, log(z)→ iπ; in the second case, log(z)→−iπ. In full generality, z
could alternate above and below and then log(z) would tend to nothing.

Remark 4.2.2 If we change the argument θ0 by θ0 +2π, the open set Ω does not change, but the
determination of the logarithm does. We know that Lθ0 and Lθ0+2π differ by a constant, so we just
have to test them on the initial conditions. Since Lθ0(e

iθ0) = iθ0 and Lθ0+2π(ei(θ0+2π)) = i(θ0+2π),
and since ei(θ0+2π) = eiθ0 , we conclude that Lθ0+2π = Lθ02iπ.

The following series of exercices is long, because it is important to get familiar with the strange
behaviour of the complex logarithm.

Exercice 4.2.3 Under what condition on θ0 does the open set Ω contain the positive real half-line
R∗+ ? Assuming this, under which supplementary condition does one have Lθ0(1) = 0 ? Assuming
again this, show that the restriction of Lθ0 to R∗+ is ln.

Exercice 4.2.4 (i) When does one have log(ez) = z ?
(ii) Compare log(ab) with log(a)+ log(b).

Exercice 4.2.5 (i) Suppose θ∈ ]θ0−π,θ0 +π[ and also θ∈ ]θ1−π,θ1 +π[. Then compare Lθ0(e
iθ)

with Lθ1(e
iθ).

(ii) Let Ω0 := C \R−eiθ0 and Ω1 := C \R−eiθ1 . Describe the intersection Ω0 ∩Ω1 and compare
Lθ0 with Lθ1 on this set.
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4.3 The complex logarithm as an analytic function

Let L(z) := ∑
n≥1

(−1)n−1

n
(z− 1)n. Then L is analytic on

◦
D(1,1) and satisfies the initial condition

L(1) = 0. Moreover, L′(z) = ∑
n≥0

(−1)n(z− 1)n =
1
z

on
◦
D(1,1), from which one draws (eL)′ =

eL/z, then (eL/z)′ = 0 and one concludes that eL(z) = z. Therefore, L is a determination of the

logarithm on
◦
D(1,1). Since

◦
D(1,1) ⊂ C\R−, we deduce from the initial condition at 1 that L is

the restriction of log (the principal determination) to
◦
D(1,1):

∀z ∈
◦
D(1,1) , log(z) = ∑

n≥1

(−1)n−1

n
(z−1)n.

Proposition 4.3.1 Let z0 := reiθ0 and w0 := ln(r)+ iθ0. Then:

∀z ∈
◦
D(z0, |z0|) , Lθ0(z) = w0 + ∑

n≥1

(−1)n−1

nzn
0

(z− z0)
n.

Proof. - The function M(z) := w0 +L(z/z0) is analytic on
◦
D(z0, |z0|) and satisfies the relations:

M(z0) = w0 and, since w0 is a logarithm1 of z0, eM(z) = z. Therefore it is the (unique) determina-

tion of the logarithm on
◦
D(z0, |z0|) satisfying the same initial condition as Lθ0 . �

Corollary 4.3.2 All determinations of the logarithm are analytic functions.

Proof. - Indeed, at any point, there is one determination on some disk which is an analytic function
(the one in the proposition); and they all differ by constants. �

Primitives. We have already used the following argument: L′= 1/z=⇒ (eL)′= eL/z=⇒ (eL/z)′=
0. Therefore, if L′ = 1/z on a domain Ω ⊂ C∗ and, for some z0 ∈ Ω, L(z0) is a logarithm of z0,
then L is a determination of the logarithm on Ω. Therefore, we can define L in the following way.

Proposition 4.3.3 Let Ω be a domain in C∗ such that for any loop γ in Ω one has I(0,γ) = 0. (This
is true for instance if Ω is simply connected.) Fix z0 in Ω and fix w0 a logarithm of z0. Then the
function:

L(z) := w0 +
∫

γ

dz
z
,

where γ is any path from z0 to z, is well defined and it is the unique determination of the logarithm
on Ω satisfying the initial condition L(z0) = w0.

�

Exercice 4.3.4 Prove that conversely, if there is a determination of the logarithm on Ω, then for
any loop γ in Ω one has I(0,γ) = 0.

1We say a logarithm of z ∈ C∗ for a complex number w such that ew = z; there are infinitely many logarithms of z.
We shall try not to cause confusion with the “determinations of the logarithm”, which are functions.
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4.4 The logarithm of an invertible matrix

We know that, if A ∈Matn(C), then exp(A) ∈ GLn(C). We shall now prove that the exponential
map exp : Matn(C)→ GLn(C) is surjective. This fact will be needed in the sequel, but not its
proof: the reader may skip it if he wants to. But the proof is not easily found in books, so I still
prefer to give it.

Semi-simple matrices. On C, these are the same thing that diagonalizable matrices; but the no-
tion is more general, and this terminology is more similar to that of algebraic groups, that we shall
use later. So we consider a matrix S := PDiag(µ1, . . . ,µn)P−1 ∈ GLn(C). Since S is invertible,
its eigenvalues are non zero: µi ∈ C∗, and we can choose logarithms λi ∈ C such that eλi = µi for
i = 1, . . . ,n. Then, A := PDiag(λ1, . . . ,λn)P−1 satisfies exp(A) = S.

However, for technical reasons that will appear in the proof of the theorem below, we want
more. So we make a refined choice of the logarithms λi. Precisely, we choose them so that, when-
ever µi = µ j then λi = λ j. It is then not hard, using poynomial interpolation (for instance, Lagrange
interpolation polynomials) to see that there exists a polynomial F ∈ C[z] such that F(µi) = λi for
i = 1, . . . ,n. Then one draws that A = F(S).

Unipotent matrices. Let U ∈ GLn(C) be such that U − In is nilpotent; then we know that (U −

In)
n = 0n. Define N := ∑

1≤k<n

(−1)k−1

k
(U − In)

k. Then exp(N) =U . Indeed, this follows from the

composition of the formal series for exp and log, except that here we truncated the latter, taking
off the vanishing terms. Note that again the “logarithm” N of U is obtained in the form G(U) for
some polynomial G ∈ C[z].

Jordan decomposition. It is a classical fact in linear algebra that every matrix M ∈ Matn(C)
admits a unique decomposition in the form M = Ms +Mn, where Ms is semi-simple, Mn is nilpo-
tent and they commute: MsMn = MnMs. This is sometimes called the Dunford decomposition.
Moreover, Ms has the same spectrum as M. Therefore, we take M ∈ GLn(C), then Ms ∈ GLn(C)
and we can write M = MsMu = MuMs, where Mu := In+M−1

s Mn = In+MnM−1
s is unipotent. This

is the Jordan decomposition of M; it is of course also unique. (In France this is rather called
“multiplicative Dunford decomposition”).

Theorem 4.4.1 Let B ∈ GLn(C). Then there exists A ∈Matn(C) such that exp(A) = B.

Proof. - Write B = BsBu the Jordan decomposition. Find a semi-simple matrix As = F(Bs) such
that exp(As) = Bs and a nilpotent matrix An = G(Bu) such that exp(An) = Bn, where F,G ∈ C[z]
are polynomials. Last, define A := As+An. Then BsBu = BuBs⇒ F(Bs)G(Bu) = G(Bu)F(Bs), i.e.
AsAn = AnAs, so that exp(A) = exp(As +An) = exp(As)exp(An) = BsBu = B. �

Note that A := As +An is the Dunford decomposition of A.

Exercice 4.4.2 Prove that exp(A) = In is equivalent to: A is semi-simple and all its eigenvalues
are in 2iπZ. Can such an A be upper triangular ?
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Chapter 5

From the local to the global

5.1 Analytic continuation

We saw that there are various incarnations of the logarithm in various regions of the plane. This is
a very general (and fundamental) phenomenon regarding analytic functions. We shall formalize it
as a process of analytic continuation along a path.

The data.

1. Let a ∈ C and let f be analytic in some neighborhood of a. The neighborhood does not
matter, so we consider f as a germ at a and write f ∈ Oa = C{z−a}.

2. Let b ∈ C and let γ : [0,1]→ C be a path from γ(0) = a to γ(1) = b. We require that γ be
continuous, nothing more. Of course, we could take another interval as a source for γ.

3. Let 0 = t0 < t1 < · · ·< tn = 1 a subdivision of [0,1].

4. We cover the image curve γ([0,1])⊂C by open disks Di :=
◦
D(zi,ri), where, for i = 0, . . . ,n,

we have zi = γ(ti) (thus a point on the curve) and ri > 0. Note that the first and last disk are
respectively centered at z0 = γ(0) = a and at zn = γ(1) = b. We assume that, for i = 1, . . . ,n
the disks Di and Di−1 have a non empty intersection: Di∩Di−1 6= /0.

Definition 5.1.1 Suppose that there are functions fi ∈O(Di) for i= 0, . . . ,n such that f is the germ
of f0 and that, for i = 1, . . . ,n, the functions fi and fi−1 have the same restriction on Di ∩Di−1.
Call g ∈ Ob the germ of fn. Then g is called the result of the analytic continuation of f along γ.

Note that, the data above being fixed, this result is necessarily unique. Indeed, from the prin-
ciple of analytic continuation (theorem 3.1.6), and since the Di are domains, f0 is uniquely de-
termined by its gem f ; and, for i = 1, . . . ,n, each fi is uniquely determined by its restriction to
Di∩Di−1, thus by fi−1. Moreover, with some combinatorial and geometrical reasoning, one can
see that the choice of the ti, the zi and the ri does not change the result: that is why it is sound,
in the definition, to speak of γ alone and not of the other data. Actually, the process is even much
more invariant as shows the following essential result (the proof of which can be found in the book
of Ahlfors).
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Theorem 5.1.2 (Principle of monodromy) Let Ω be a domain, a,b ∈ Ω and f ∈ Oa an analytic
germ at a. Assume that, for all pathes from a to b in Ω, analytic continuation of f along γ is
possible. Then, if γ1 and γ2 are two pathes from a to b which are homotopic in Ω (that is, they can
be deformed into each other within Ω), then the result of the analytic continuation of f along γ1 or
γ2 is the same.

�

Remark 5.1.3 Analytic continuation is not always possible: for instance, the germ at 0 defined

by the lacunary series ∑z2n
admits no analytic continuation out of

◦
D(0,1).

Example 5.1.4 Let f0(z) := ∑
n≥0

(1/2
n

)
(z− 1)n = (1+(z− 1))1/2, which, for obvious reasons, we

write
√

z: it is an analytic function on
◦
D(1,1). It can be defined trigonometrically by the formula

f0(reiθ) =
√

reiθ/2 for −π < θ < π. (Argument: both functions are continuous on a domain, with
same square and same initial value at 1.) Put γ(t) = eit on the segment [0,2π], thus a loop: the
most interesting case ! Take n = 4 and the subdivision of the tk = k/4 for k = 0, . . . ,4, so that
zk = ik. Take all radii rk := 1. We have z0 = z4 = 1, the base point of the loop; and the circle is
covered by four disks, because the first and last disks are equal: D0 = D4.
Now we define functions similar to f0 in the following way; the function fk will be defined on Dk:
fk(reiθ) =

√
reiθ/2 for θ∈ ]kπ/4−π,kπ/4+π[. Thus, each fk is a continuous determination of the

square root on Dk. Thus, on each Dk ∩Dk−1 (which are non empty domains) the functions fk and
fk−1 are equal or opposite (because the quotient of the two functions is continuous with values in
{+1,−1}). To check that they are equal, one initial condition is enough. It can be found each time
by using the point ik−1eiπ/4 ∈ Dk∩Dk−1.
The conclusion is that the germ g of f4 at 1 is the analytic continuation of the germ f of f0 at 1
along γ. But f4 =− f0: the square root

√
z has been transformed into its opposite.

Exercice 5.1.5 If a domain Ω ⊂ C∗ contains the image of the above loop, show that there is no
continuous function f on Ω such that f (z)2 = z. (Consider the function f (eit)e−it/2).

Example 5.1.6 We use the same loop, subdivision and disks than in the previous example and

look for the analytic continuation of the germ at 1 of the function f0(z) := ∑
n≥1

(−1)n−1

n
(z−1)n, the

principal determination of the logarithm. We know that f0(reiθ) = ln(r)+ iθ for −π < θ < π. We
define fk on Dk by fk(reiθ) = ln(r)+ iθ for θ∈ ]kπ/4−π,kπ/4+π[. These are also determinations
of the logarithms, so in their common domains they differ by constants in 2iπZ. Using the same
points as before as initial conditions, we find that fk and fk−1 are equal on Dk∩Dk−1 and therefore
that the germ g of f4 at 1 is the analytic continuation of the germ f of f0 at 1 along γ. But
f4 = f0 +2iπ: the logarithm log(z) has been transformed into log(z)+2iπ.

Exercice 5.1.7 Deduce from this a new proof that there is no determination of the logarithm on
the whole of C∗. (If there was, it would be equal to fk on Dk.)
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5.2 Monodromy

The principle of “monodromy”, after the greek “mono” for unique and “dromos” for path, means
that the result of analytic continuation does not depend on the path - except if something prevents
deformation. We shall see that, for differential equations, what prevents deformations is usually
the presence of singularities, and we shall consider monodromy as the effect of this singularities
on the changes of values by analytic continuations. In some sense, we shall rather try to under-
stand the multiplicity than the unicity !

Now, with some algebraic formalism, we shall give power to the principle of monodromy. It
will be useful to have a notation1 for the result of analytic continuation along a path. So if f ∈ Oa

and if the path γ goes from a to b, then we write f γ the result of the analytic continuation of f
along γ if it exists: thus the notation may represent nothing in some cases. Here are the successive
steps of the algebraic formalisation. We suppose that a domain Ω has been fixed and everything
(points, pathes, homotopies, arguments of functions ...) lives there. For a ∈ Ω, we shall write Õa

the subset of Oa made of germs which admit analytic continuation along any path in Ω starting
from a.

1. Suppose that f ,g ∈ Oa admit an analytical continuation along the path γ from a to b. Then
adding them, multiplying them, derivating them yields the same relations and operations
between intermediate functions, and therefore between the results:

(λ f +µg)γ = λ f γ +µgγ,

( f g)γ = f γgγ,

( f ′)γ = ( f γ)′.

Therefore, the subset of Oa formed by germs which admit an analytic continuation along γ

is a sub-C-algebra of Oa and it is moreover stable under derivation: we say that it is a sub-
differential algebra of Oa. Of course, Õa is itself a sub-differential algebra of this differential
algebra. Moreover, f 7→ f γ is a morphism of differential algebras (it is linear, a morphism
of rings, and it commutes with derivation). Altogether, these facts are called “principle of
conservation of algebraic and differential relations”. They are a natural property of mon-
odromy, true for transcendental reasons (based on analysis) but their algebraization is the
basis of Differential Galois Theory.

2. If γ1 goes from a to b and γ2 goes from b to c, then we write γ1.γ2 the composite path from a
to c. Then, if f ∈ Oa is continuated to g ∈ Ob along γ1 and g is continuated to h ∈ Oc along
γ2, it is clear that f is continuated to h along γ1.γ2:

f γ1.γ2 = ( f γ1)γ2 ,

meaning that, if one side of the equality is meaningful, so is the other and then they are
equal.

3. Let γ1 and γ2 be two pathes from a to b and suppose that they are homotopic (in Ω by
convention). We write γ1 ∼ γ2 to express this relation. Then we know that, for functions

1The power of algebra often rests on using good notations !
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satisfying the assumptions of the principle of monodromy (theorem 5.1.2), one has f γ1 =
f γ2 :

γ1 ∼ γ2 =⇒ f γ1 = f γ2 .

As a consequence, f γ only depends on the homotopy class [γ] ∈Π1(Ω;a,b) of γ. Therefore,
we can define:

f [γ] := f γ.

Then the principle of conservation of algebraic and differential relations says that we have
a map:

Π1(Ω;a,b)→ IsoC−algdi f f (Õa, Õb).

We have added something to the principle of conservation here. First, that analytic contin-
uation sends Õa to Õb; second, that it is bijective. Both statements come from the fact that
analytic continuation can be reversed by going along the inverse path.

4. Remember from the course of topology that homotopy is compatible with the composition
of pathes, so that for pathes γ1 from a to b and γ2 from b to c, and for their homotopy classes
[γ1] ∈Π1(Ω;a,b) and [γ2] ∈Π1(Ω;b,c), one can define the product [γ1].[γ2] ∈Π1(Ω;a,c) in
such a way that:

[γ1].[γ2] = [γ1.γ2].

Then, the previous relation on the effect of composition of pathes becomes:

f [γ1.γ2] = ( f [γ1])[γ2].

5. Suppose now that a = b: the case of loop is the most interesting of all. Then Π1(Ω;a,b) is
π1(Ω;a), the fundamental group of Ω with base point a, and we have a map:

φ : π1(Ω;a)→ AutC−algdi f f (Õa),

the group of automorphisms of the differential algebra Õa. Moreover, the equality f [γ1.γ2] =
( f [γ1])[γ2] can be translated as: φ(xy) = φ(y)φ(x) (taking x := [γ1] and y := [γ2]). Therefore,
φ is an anti-morphism of groups.

The result can be summarized as follows:

Theorem 5.2.1 The group π1(Ω;a) operates at right on the differential algebra Õa.

�

Remark 5.2.2 The fact that φ is an anti-morphism instead of a morphism is unavoidable if one
wants to keep intuitive notations. Some books write γ2.γ1 what we have written γ1.γ2 and then they
have a morphism. With their convention, the result of analytic continuation of f along γ is written
γ. f and one has: [γ2.γ1]. f = [γ2]([γ1]. f ), that is, the fundamental group operates at left, which is
more usual. But I find awkward that notation for the composition of pathes.

Corollary 5.2.3 The fixed set of the operation of π1(Ω;a) on Õa is O(Ω).
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Proof. - Indeed, if a germ can be continuated everywhere without ambiguity, it defines a global
analytic function. �
.

Note how this result looks like a theorem from Galois theory !

Exercice 5.2.4 Take Ω := C∗ and a := 1, so that π1(Ω;a) is isomorphic to Z. Show that the linear
space generated by 1 and log is stable under the operation of π1(Ω;a) and describe the induced
action.

5.3 A first look at differential equations with a singularity

We have already used, in section 1.5, the exponential of a matrix to solve the differential equation
with constant coefficients X ′ = AX , where A ∈ Matn(C). We shall presntly use the logarithm
function to solve the (very simple) singular equation zX ′ = AX . It is said to be singular because
X ′ = z−1AX and z−1A is not defined at 0. We shall solve it on C∗, that is, we shall look for an
analytic solution X : C∗→ Cn.

Lemma 5.3.1 Let z0 ∈C∗ and let L be a determination of the logarithm in a domain Ω containing
z0. Then the matrix-valued function X (z) := e(L(z)−L(z0))A defined in Ω and with values in Matn(C)
(actually in GLn(C)) satisfies the equation:

X ′(z) = (z−1A)X (z) = X (z)(z−1A).

Proof. - This is an immediate consequence of the following general fact. �

Lemma 5.3.2 Let M(z) be a matrix-valued analytic function on Ω be such that, for all z ∈ Ω,
M(z)M′(z) = M′(z)M(z). Then eM is analytic on Ω and (eM)′ = eMM′ = M′eM.

Proof. - Since MM′=M′M, Leibniz formula applied to Mk gives (Mk)′= kMk−1M′=M′(kMk−1).
The rest of the proof is standard. �

Returning to our differential equation, we conclude again by a particular case of Cauchy the-
orem for complex analytic differential equations:

Theorem 5.3.3 Let Sol(z−1A,Ω) ⊂ O(Ω)n be the set of solutions of our differential equation in
Ω. Then the map X 7→ X(z0) from Sol(z−1A,Ω) to Cn is an isomorphism of linear spaces.

Proof. - It is clear that Sol(z−1A,Ω) is a linear subspace of O(Ω)n and that the map X 7→ X(z0) is
C-linear.We are going to prove that its inverse is the map X0 7→ X X0 from Cn to O(Ω)n.

Indeed, an immediate calculation shows that X X0 is a solution of the Cauchy problem

{
X ′ = (z−1A)X ,

X(z0) = X0,

and we have to see that it is the only one. But any solution X can be written X = XY (since X (z) is
invertible for every z) and the Leibniz rule, along with the first lemma and the equality X (z0) = In,
then gives Y ′ = 0 and Y (z0) = X0. �
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Note that this applies to all domains Ω⊂C∗ around z0 on which there is a determination of the
logarithm, in particular, to all simply connected domains. Therefore, all the corresponding spaces
of solutions Sol(z−1A,Ω) are isomorphic to each other.

Corollary 5.3.4 The space Sol(z−1A)z0 ⊂ On
z0

of germs at z0 of solutions of the differential equa-
tion is isomorphic to the space Cn of initial conditions, through the map X 7→ X(z0).

Example 5.3.5 To solve

{
f ′ = 1/z
f (1) = 0

, we solve the equivalent Cauchy problem


z f ′′+ f ′ = 0
f (1) = 0
f ′(1) = 1

(because z f ′′+ f ′ = (z f ′)′). We make it into a vectorial differential equation of order 1 by putting

X :=
(

f
z f ′

)
. Our problem then boils down to

{
X ′ = (z−1A)X
X(1) = X0

, where A :=
(

0 1
0 0

)
and

X0 :=
(

0
1

)
. Here A2 = 02, so that eA logz = I2 +A logz =

(
1 logz
0 1

)
, which gives in the end

f = logz and z f ′ = 1: this is correct and consistent.

Monodromy of the solutions. With the same notations as above, let γ be a loop in C∗ based at
z0. Then the result of the analytic continuation of L(z) along γ is L(z)+2iπk, where k := I(0,γ);
the result of the analytic continuation of X (z) along γ is therefore X (z)e2iπkA = e2iπkAX (z); and the
result of the analytic continuation of a solution X(z) = X (z)X0 along γ is X (z)e2iπkAX0, that is, the
solution with initial condition e2iπkAX0. We express this fact by a commutative diagram:

Sol(z−1A)z0

X 7→X γ

��

X 7→X(z0) // Cn

X0 7→e2iπkAX0

��
Sol(z−1A)z0

X 7→X(z0) // Cn

Example 5.3.6 In the case of the last example, we get e2iπkA =

(
1 2iπk
0 1

)
. Therefore, the

solution f = a + b logz with initial conditions f (1) = a and (z f ′)(1) = b is transformed into

the solution with initial conditions
(

1 2iπk
0 1

)(
a
b

)
=

(
a+2iπkb

b

)
, that is the function f γ =

(a+2iπkb)+b logz: this is consistent.

Exercice 5.3.7 Solve in the same way z2 f ′′+ z f ′+ f = 0 and find its monodromy.
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Part II

The Riemann-Hilbert correspondence
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Chapter 6

Two basic equations and their
monodromy

Remark 6.0.8 The first section 6.1 was written to be the introduction to the whole course, before
I added the preliminary part on complex analytic functions. Now, it is too long and there is a lot of
redundancy with part I, but I did not have the courage to rewrite it: so the reader should browse it
rather quickly. However, the following section 6.2 is not redundant and should be studied carefully.

6.1 The “characters” zα

Let α ∈ Q (the rational numbers) and assume that α is not a rational integer: α 6∈ Z. How can
we define zα for complex values z ∈ C ? If z is a strictly positive real, z ∈ R∗+, then one can use
the real logarithm and complex exponential functions and put zr := exp(α lnz). In the complex
domain however, the logarithm function is not globally defined (as we saw in chapter 4), so we
expect to obtain a “multivalued” function, that is local determinations and monodromy. In order
to introduce the present chapter on complex differential equations, and also in order to define a
family of useful basic functions for the sequel, we shall tackle the problem differently.

If α = p/q with p ∈ Z and q ∈N∗ (a non zero natural integer), we can assume that p and q are
relatively prime; and, since α 6∈ Z, we know that q≥ 2. Then zα must be a complex number w ∈C
such that wq = zp. If z 6= 0, writing z = reiθ with r > 0 and θ ∈ R, one finds that there are q such
qth roots of zp; these are the complex numbers rαeiαθ j, where rα := exp(α lnr) (since r ∈R∗+, this
makes sense !) and where j is a qth root of unity:

j ∈ µq := {e2kiπ/q | 0≤ k ≤ q−1}.

Note that rα can also be defined in a more elementary way as q
√

rp.

Thus, for each particular non zero complex number z, the fractional power zα must be chosen
among q possible values. In various senses, it is generally not possible to make such choices for
all z ∈ C∗ in a consistent way. Here is an example:

Exercice 6.1.1 (i) Show that putting zα := exp(α lnz) for z > 0, one has the rule: ∀z1,z2 ∈
R+∗ , (z1z2)

α = (zα)(zr
2).
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(ii) Taking for example α := 1/2, show that there is no way to define
√

z = z1/2 for all z ∈ C∗ in
such a way that (

√
z)2 = z and that moreover ∀z1,z2 ∈ R+∗ ,

√
z1z2 =

√
z1
√

z2. (Hint: try to find
a square root for −1.).

There is no global definition of zα on C∗. In this course we shall be more concerned with
analytical aspects (although we intend to approach them through algebra) and we will rather insist
on the impossibility to define zα in such a way that it depends continuously on z:

Lemma 6.1.2 We keep the same notations and assumptions about α, p,q. Let V be a punc-
tured neighborhood of 0 in C. Then there is no continuous function f : V → C such that ∀z ∈
V , ( f (z))q = zp.

Proof. - By definition, V is a subset of C∗ which contains some non trivial punctured disk centered
at 0:

V ⊃
◦
D(0, t)\{0}, where t > 0.

Then, for some fixed 0 < s < t, and for any θ ∈ R, one can define g(θ) :=
f (seiθ)

sαeiαθ
· This is a

continuous function of θ and it satisfies:

∀θ ∈ R ,
(
g(θ)

)q
=

speipθ

speipθ
= 1.

Therefore, the continuous function g maps the connected set R to the discrete finite set µq, therefore
it must be constant: there exists a fixed j ∈ µq such that:

∀θ ∈ R , f (seiθ) = jsαeiαθ.

Now, replacing θ by θ+2π, the left hand side does not change, while the right hand side (which
is 6= 0) is multiplied by e2iπα. This imples that e2iπα = 1, which contradicts the assumption that
α 6∈ Z. �

The lemma obviously implies that there is no way to define zα as a continuous map on C∗.
What we are going to do is to look for local definitions, that is, continuous functions on sufficiently
small neighborhoods of all non zero complex numbers. Then we shall consider the possibility of
patching together these local objects.

Exercice 6.1.3 Use the calculation of the monodromy of
√

z in example 5.1.4, page 32, to give
another proof that there is no global determination of

√
z.

Transforming an algebraic equation into a differential one. We fix z0 ∈ C∗ and choose a
particular w0 ∈ C∗ such that wq

0 = zp
0 . This w0 will serve as a kind of “initial condition” to define

the function z 7→ zα in the neighborhood of z0.

Proposition 6.1.4 (i) There exists a unique power series f (z) =∑an(z−z0)
n such that f (z0) =w0

and
(

f (z)
)q

= zp. Its radius of convergence is |z0|.

(ii) Any function g defined and continuous in a connected neighborhood V ⊂
◦
D(z0, |z0|) of z0 and

such that
(
g(z)

)q
= zp in V is a constant multiple of f .
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Proof. - (i) We first note that, for any power series f defined in a connected neighborhood U of z0,
one has the equivalence:{

f (z0) = w0,

∀z ∈U ,
(

f (z)
)q

= zp ⇐⇒

{
f (z0) = w0,

∀z ∈U , z f ′(z) = α f (z).

Indeed, if the algebraic equation
(

f (z)
)q

= zp is true, then f does not vanish anywhere on U and
one can take the logarithmic derivatives on both sides, which indeeds yields the differential equa-
tion z f ′(z) = α f (z). Conversely, the differential equation implies that the function

(
f (z)

)q
/zp has

a trivial derivative, hence (U being connected) it is constant; the initial condition then implies that
it is equal to 1. Now the first assertion follows from the similar one for differential equations,
which will be proved further below (theorem 6.1.8).
(ii) If g is such a solution, then (g/ f )q = zp/zp = 1 on V . The continuous map g/ f sends the
connected set V to the discrete set µq, therefore it is constant. �

From now on, we shall therefore study the differential equation z f ′ = α f , where α ∈ C is an
arbitrary complex number. Indeed there is no reason to restrict to rational α. We first prove again
the impossibility of a global solution except in trivial cases.

Lemma 6.1.5 If α 6∈ Z, the differential equation z f ′ = α f has no non trivial solution in any punc-
tured neighborhood of 0.

Proof. - Of course, if α ∈ Z, the solution zα is well defined in C or C∗ according to the sign of α;
and for arbitrary α, there is always the trivial solution f = 0.

Suppose that f is a non trivial solution in some punctured disk
◦
D(0, t) \ {0}, where t > 0. Then,

for some fixed 0 < s < t, and for any θ∈R, one can define g(θ) :=
f (seiθ)

eiαθ
· This is a differentiable

function of θ and a simple computation shows that it satisfies:

∀θ ∈ R , g′(θ) = 0.

Therefore, g is constant and there exists c such that:

∀θ ∈ R , f (seiθ) = ceiαθ.

Now, replacing θ by θ+2π, the left hand side does not change, while the right hand side (which
is 6= 0) is multiplied by e2iπα. This implies that e2iπα = 1, which contradicts the assumption that
α 6∈ Z. �

Exercice 6.1.6 Give another proof that α∈Z by integrating f ′/ f = α/z on a small circle centered
at 0 and by using Cauchy residue formula.

Local solutions of the differential equation. Before stating the theorem, let us make some
preliminary remarks about the solutions of the differential equation z f ′ = α f .

1. On R∗+ = ]0,+∞[, there is the obvious solution zα := exp(α lnz). Moreover, any solution
defined on a connected open set of R∗+ (i.e. on an interval) has to be a constant multiple of
this one, because the differential equation implies that f/zα has zero derivative.
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2. If V is any open subset of C∗, we shall write F (V ) the set of solutions of the differential
equation z f ′ = α f . Then F (V ) is a linear space over the field C of complex numbers.
Indeed, if f1, f2 are any solutions and if λ1,λ2 are any complex coefficients, it is obvious
that λ1 f1 +λ2 f2 is a solution.

3. Suppose moreover that the open set V ⊂C∗ is connected and suppose that f0 is a non trivial
solution on V . Then, for any solution f , the meromorphic function g := f/ f0 has a trivial
derivative (its logarithmic derivative is g′/g = f ′/ f − f ′0/ f0 = α/z−α/z = 0) therefore g is
constant on V . This means that all solutions f are constant multiples of f0.

4. As a corollary, if V is connected, there is a dichotomy:

• Either F (V ) = {0}, there is no non trivial solution on V . This happens for instance if
V = C∗, more generally if V is a punctured neighborood of 0 (under the assumption
that α 6∈ Z) and even more generally if it contains the image of a loop γ such that
I(0,γ) 6= 0 (see the last exercice1).

• Or F (V ) is generated by any of its non zero elements, that is, it has dimension 1.

Remark 6.1.7 When V is empty, we shall take the convention that F (V ) = {0}, the trivial linear
space. The reader can check that all our general assertions shall remain true in that degenerate
case.

Theorem 6.1.8 For any z0 ∈ C∗ and w0 ∈ C, the differential equation (with initial condition):

(6.1.8.1)

{
f (z0) = w0,

z f ′ = α f ,

has a unique power series solution f = ∑
n≥0

an(z− z0)
n. If w0 6= 0 and α 6∈ N, the radius of conver-

gence of f is exactly |z0|.

Proof. - The initial condition f (z0) = w0 translates to a0 = w0, which determines the first coeffi-
cient. Then, from the calculation:

z f ′=(z−z0) f ′+z0 f ′= ∑
n≥0

nan(z−z0)
n+z0 ∑

n≥0
(n+1)an+1(z−z0)

n = ∑
n≥0

(nan+(n+1)an+1z0)(z−z0)
n,

one gets the recursive relation:

∀n∈N , nan+(n+1)an+1z0 =αan =⇒∀n∈N , (n+1)an+1z0 =(α−n)an =⇒∀n∈N , an+1 = z−1
0

α−n
n+1

an.

Solving this, we get:

∀n ∈ N , an = w0

(
α

n

)
z−n

0 ,

1The exercice requires a path of class C 1, but one can prove that any continuous path with values in an open set of
C∗ is homotopic to such a path. See for instance the article by R. Vyborny, “On the use of a differentiable homotopy in
the proof of the Cauchy theorem”, in the American Matematical Monthly, 1979; or the book by Madsen and Tornehave,
“From Calculus to Cohomology”.
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where the generalized binomial coefficients
(

α

n

)
have been defined in chapter 2. Thus:

(6.1.8.2) f (z) = w0 ∑
n≥0

(
α

n

)(
z− z0

z0

)n

.

One also recognizes the generalized Newton binomial formula, already met as a formal power
series:

(6.1.8.3) (1+u)α := ∑
n≥0

(
α

n

)
un.

(As we are going to see, this is only well defined for |u|< 1.) Then our solution can be expressed
as:

f (z) = w0

(
1+

z− z0

z0

)α

.

Of course, if w0 = 0 this is trivial, so assume that w0 6= 0. Then, as we saw, if α ∈ N, this
is a polynomial, so that the radius of convergence is infinite, so assume that α 6∈ N. Then the
coefficients an are all non zero, and:∣∣∣∣∣

(
α

n+1

)(
α

n

) ∣∣∣∣∣=
∣∣∣∣α−n

n+1

∣∣∣∣ −→n→+∞
1,

so that the radius of convergence of the power series (6.1.8.3) is 1 and the radius of convergence
of the power series (6.1.8.2) is |z0|. �

Exercice 6.1.9 (i) Remember that the series (6.1.8.3) is the unique power series solution of the
differential equation: {

f (0) = 1,
(1+u) f ′ = α f .

Using only this characterization, prove the following formula:

(1+u)α+β = (1+u)α(1+u)β.

(ii) As an application, prove the following formula:

∀n ∈ N , ∑
i+ j=n

(
α

i

)(
β

j

)
=

(
α+β

n

)
.

Exercice 6.1.10 Prove the following formulas:

∀p ∈ N∗ ,
1

(1+u)p = ∑
n≥0

(−1)n (p+n−1)!
(p−1)!n!

un,

√
1+u = 1+

1
2 ∑

n≥1

(
−1
4

)n−1 1
n

(
2n−2
n−1

)
un = 1+

u
2
− u2

8
+ · · · ,

1√
1+u

= ∑
n≥0

(
−1
4

)n(2n
n

)
un = 1− u

2
+

3u2

8
+ · · ·
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The principal determination. Now consider all the open disks
◦
D(z0, |z0|) with z0 > 0. This is

an increasing family of open subsets of the complex plane C, with union the right (“eastern”) half
plane: ⋃

z0>0

◦
D(z0, |z0|) = H0 := {z ∈ C | Re(z)> 0}.

The elements of H0 are the complex numbers which can be written z = reiθ with r > 0 and
−π/2 < θ < π/2.

For any disk
◦
D(z0, |z0|) with z0 > 0, there is a unique solution of the differential equation

(6.1.8.1) with initial condition f (z0) = zα
0 := eα lnz0 ; we temporarily write fz0 ∈ F

( ◦
D(z0, |z0|)

)
for

this solution.

Lemma 6.1.11 If 0 < z0 < z1, then the restriction of fz1 to
◦
D(z0, |z0|) ⊂

◦
D(z1, |z1|) is equal to

fz0 . Temporarily write f the unique function on H0 which, for all z0 > 0, restricts to fz0 on
◦
D(z0, |z0|) (this exists by the previous assertion). Then the restriction of f to R∗+ is the function
z 7→ zα := eα lnz.

Proof. - The restriction of fz0 to
◦
D(z0, |z0|)∩R∗+ = ]0,2z0[ is equal to the function z 7→ zα: this

is because they satisfy the same differential equation with the same initial condition on that open
interval. Therefore, if 0 < z0 < z1, the functions fz1 and fz0 have the same value at z0, hence they

are equal on
◦
D(z0, |z0|) by the unicity property in theorem 6.1.8. �

From now on, we shall write zα := f (z). This function is the unique f ∈ F (H0) such that
f (1) = 1.

Proposition 6.1.12 Let z ∈ H0 be written z = reiθ with r > 0 and −π/2 < θ < π/2. Then zα =
rαeiαθ.

Proof. - Let g(reiθ) := rαeiαθ = eα(lnr+iθ). This defines a function from H0 to C∗ which coincides
with zα on R∗+. Differentiating the relations r2 = x2 + y2 and tanθ = y/x, one draws first:

r dr = xdx+ ydy and (1+ tan2
θ)dθ =

xdy− ydx
x2 ,

whence:

∂r
∂x

=
x
r
,
∂r
∂y

=
y
r
,

∂θ

∂x
=
−y
r2 ,

∂θ

∂y
=

x
r2 ,

from which one computes:

∂g
∂x

= α
x− iy

r2 g,

∂g
∂y

= α
y+ ix

r2 g.
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Thus,
∂g
∂y

= i
∂g
∂x

, which proves that g is holomorphic on C∗. Moreover, zg′ = αg, which shows

that g ∈ F (H0). Since g(1) = 1, the function g is equal to the function z 7→ zα. �

Remark 6.1.13 If α ∈ Z, the above formula is trivial. However, if α 6∈ Z the formula can only be
applied if −π/2 < θ < π/2. For instance, trying to compute 1α using the representation 1 = 1.e2iπ

would yield the incorrect result e2iπα 6= 1.

Corollary 6.1.14 The unique function f ∈ F
( ◦
D(z0, |z0|)

)
such that f (z0) = w0 is defined by z 7→

w0(z/z0)
α =w0(r/r0)

αeiα(θ−θ0), where z= reiθ and z0 = r0eiθ0 , with r,r0 > 0 and−π/2< θ−θ0 <
π/2.

Corollary 6.1.15 Let Hθ0 := eiθ0H0 = {z ∈ C | Re(z/eiθ0)> 0}. Then the function defined by:

reiθ 7→ rαeiα(θ−θ0), where r > 0 and −π/2 < θ−θ0 < π/2

generates F (Hθ0).

How can one patch the local solutions. We shall now try to “patch together” these “local”
solutions. We start with a simple example.

Example 6.1.16 We consider the upper half-plane (also called Poincaré half-plane) Hπ/2 = iH0 =
{z ∈ C | Im(z) > 0}. Then H0 ∩Hπ/2 is the upper right quadrant. The restriction of zα ∈ F (H0)
to H0 ∩Hπ/2 has a unique extension to Hπ/2. This extension can be described as follows: one
chooses an arbitrary z0 ∈ H0∩Hπ/2; then this extension is the unique f ∈ F (Hπ/2) satisfying the
initial condition f (z0) = zα

0 . Note that this makes sense as an initial condition for an element of
F (Hπ/2), since z0 ∈ Hπ/2; and the right hand hand side zα

0 makes sense since z0 ∈ H0.
Also note that the particular choice of z0 does not matter. Indeed, in any case, the unique f ∈
F (Hπ/2) such that f (z0) = zα

0 will have to coincide with zα on H0 ∩Hπ/2. (The reader should
check this statement!)
To compute the function f explicitly, we first choose a nice particular value of z0. We shall take

z0 :=
1+ i√

2
= eiπ/4. Since −π/2 < π/4 < π/2, using proposition 6.1.12, we see that zα

0 = eiαπ/4.

Now, by corollary 6.1.15, the function f on Hπ/2 can be computed as f (z) = w0(z/i)α, which
makes sense because z ∈ Hπ/2 ⇒ z/i ∈ H0. We determine w0 using the initial condition at z0.
Since z0/i = eiπ/4−iπ/2 = e−iπ/4 and since −π/2 < −π/4 < π/2, using proposition 6.1.12, we
see that (z0/i)α = e−iαπ/4. Now, from the initial condition f (z0) = zα

0 = eiαπ/4 = w0e−iαπ/4, we
conclude that w0 = eiαπ/2 and we obtain the formula for f :

∀z ∈ Hπ/2 , f (z) = eiαπ/2(z/i)α.

In some sense, we have tried to continuate the function zα along a path that starts at z0 := 1
and that turns around the origin 0 in the positive direction (up, then left). We can go further by
considering any half-plane Hθ which meets H0, that is, any half-plane except −H0 = Hπ = H−π.
So we take any θ0 such that −π < θ0 < π. Then H0∩Hθ0 is connected, it is actually a sector:

H0∩Hθ0 =

{
{reiθ | r > 0 and θ0−π/2 < θ < π/2} if θ0 > 0,
{reiθ | r > 0 and −π/2 < θ < θ0 +π/2} if θ0 < 0.
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Lemma 6.1.17 Under these conditions, there is a unique function f ∈ F (Hθ0) which coincides
with zα on their common domain of definition. This function is given by the formula:

∀θ ∈ Hθ0 , f (z) = eiαθ0(z/eiθ)α.

Proof. - Putting f (z) = C(z/eiθ)α with C ∈ C∗, we just have to replace z by a particular point of
H0∩Hθ0 to be able to determine the unknown factor C. We choose z := eiθ0/2 and compute:

zα = eiαθ0/2 since −π/2 < θ0/2 < π/2,

(z/eiθ)α = e−iαθ0/2 since −π/2 <−θ0/2 < π/2,

and we conclude that C = eiαθ0 . �

So suppose we now want to compute (−1)α. To begin with, this is not really defined since
−1 6∈ H0. So a natural way to proceed is to choose some θ0 as before, to take the unique contin-
uation of zα into a function f ∈ Hθ0 and to evaluate f (−1). As soon as Hθ0 6= H0 one indeed has
−1 ∈ Hθ0 , so this is guaranteed to work. We shall try two distinct possibilities for θ0.

Example 6.1.18 Take θ0 ∈ ]π/2,π[. Then −1 = eiπ with θ0−π/2 < π < θ0 +π/2, so that, from
the lemma: f (−1) = eαiπ.

Example 6.1.19 Take θ0 ∈ ]−π,−π/2[. Then−1 = e−iπ with θ0−π/2 <−π < θ0+π/2, so that,
from the lemma: f (−1) = e−αiπ.

Therefore, we have two candidate values for (−1)α, that is eαiπ and e−αiπ. If α 6∈ Z, these
values are distinct. Different continuations of zα from a neighborhood of 1 to a neighborhood
of −1 have given different results. This can be seen as an “explanation” of the impossibility of
defining globally zα on C∗.

Analytic continuation and differential equations. Given that we are not in general able to con-
tinuate zα to a solution of z f ′ = α f in the whole of C∗, we might decide to relax our condition
and look for functions satisfying weaker conditions. For instance, it is not too difficult to prove
that the function zα on H0 can be extended (in many ways) to a function of which is indefinitely
differentiable on C∗ in its variables x,y. (Because of the wild behaviour of zα near 0, we cannot
hope for an extension to the whole of C.)

The problem as we study it appeared in the XIXth century, when mathematicians like Gauss,
Cauchy, Riemann . . . had discovered the marvelous properties of analytic functions of a complex
variables. Now, such functions satisfy very strong “rigidity” properties. For instance, if a function
f defined on a connected open set U ⊂ C satisfies an algebraic equation (like f q = zp) or a differ-
ential equation (like z f ′ = α f ), then all its analytic continuations satisfy the same equation. We
shall now explain this sentence and prove it in a simple case; the general case for linear differential
equations2 will be tackled in the following chapters.

2The case of algebraic equations is studied in all books about “algebraic functions”, or in the corresponding chapter
of many books on complex functions, like the book of Ahlfors.
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So assume either that f q = zp or that z f ′ = α f . Now consider an open connected set V such
that U ∩V 6= /0. Suppose there is an analytic function g on V such that f and g coincide on U ∩V .
This implies that the function h := gq− zp (in the first case) or h := zg′−αg (in the second case)
has a trivial restriction to U ∩V . Since h is analytic by the principle of analytic continuation, this
implies that h is trivial on V , thus that g is also a solution of the algebraic or the differential equa-
tion. The function g is called a direct analytic continuation of f . If we consider a direct analytic
continuation of g, etc, we obtain various analytic continuations of f . All these continuations are
solutions of the same algebraic or differential equation as f .

Riemann proved in two celebrated works3 that algebraic functions and solutions of differential
equations could be better understood through the properties of their analytic continuations (and
also through the study of their singularities). Galois guessed that the ambiguities caused by the
multiplicity of analytic continuations could be used to build a “Galois theory of transcendental
functions” as he had done for algebraic equations satisfied by numbers.

A formal look at what has been done. We now try to understand the process of analytic contin-
uation of the function zα but more globally, for all functions f ∈ F (H0) simultaneously. We recall
that F (H0) is a complex linear space and that it is generated by any of its non trivial elements, for
instance by zα: so the dimension of this complex space is 1.

If we choose any θ0 6= 0 such that −π < θ0 < π, then H0 ∩Hθ0 is non empty and connected.
Restricting f ∈ F (H0) to H0 ∩Hθ0 gives a function g on H0 ∩Hθ0 such that zg′ = αg, that is, an
element g ∈ F (H0∩Hθ0). In this way, we obtain a map:{

F (H0)→ F (H0∩Hθ0),

f 7→ f|H0∩Hθ0
.

This map is obviously linear, and it follows from our previous arguments that it is bijective: it is
an isomorphism.

In the same way, one defines an isomorphism:{
F (Hθ0)→ F (H0∩Hθ0),

f 7→ f|H0∩Hθ0
.

Then by composition of the first isomorphism with the inverse of the second isomorphism:{
F (H0)→ F (Hθ0),

f 7→ the unique extension to Hθ0 of f|H0∩Hθ0
.

For instance, we proved that the image of zα under this isomorphism is the function eiαθ0(z/eiθ)α.

3I only know the french references: “Principes fondamentaux pour une théorie générale des fonctions d’une
grandeur variable complexe,” and “Contribution à la théorie des fonctions représentables par la série de Gauss
F(α,β,γ;x)”, in “Oeuvres mathématiques”; the second one is the most relevant here.
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Now we can prove in the same way that there are isomorphisms:{
F (Hθ0)→ F (Hπ∩Hθ0),

f 7→ f|Hπ∩Hθ0
.{

F (Hπ)→ F (Hπ∩Hθ0),

f 7→ f|Hπ∩Hθ0
.

Then by composition of the first isomorphism with the inverse of the second isomorphism:{
F (Hθ0)→ F (Hπ),

f 7→ the unique extension to Hπ of f|Hπ∩Hθ0
.

To summarize, we obtain an isomorphism F (H0)→ F (Hπ) by following a complicated path:

F (H0)→ F (H0∩Hθ0)← F (Hθ0)→ F (Hπ∩Hθ0)← F (Hπ).

All the arrows are restriction maps. The path always goes from left to right, so we follow some
arrows backwards! (Of course, this is possible because they are isomorphisma.)

Now, we shall try to characterize the isomorphism F (H0)→ F (Hπ) thus defined. It is suffi-
cient to compute the image f of the generator zα of F (H0). As an element of F (Hπ), the function
f must have the form f (z) = C(z/eiπ)α = C(−z)α (remember that here we have z ∈ Hπ, so that
−z ∈ H0). The constant C can be determined by taking z = −1: we have C = f (−1). This value
has been computed in examples 6.1.18 and 6.1.19. There, we found that it depends on the choice
of the intermediate plane:

∀z ∈ Hπ , f (z) =C(−z)α, where C =

{
Cup := eαiπ if θ0 ∈ ]π/2,π[ ,
Cdown := e−αiπ if θ0 ∈ ]−π,−π/2[ .

Now we do some very simple linear algebra. We call u the generator of F (H0) that we wrote
until now zα. We call v the generator of F (Hπ) that we wrote until now (−z)α. We have defined
two isomorphisms φup and φdown from F (H0) to F (Hπ): one is such that φup(u) =Cupv, the other
is such that φdown(u) =Cdownv. We can compose one of this isomorphisms with the inverse of the
other and obtain an automorphism ψ of F (H0), defined by:

ψ := φ
−1
down ◦φup : H0→ H0.

This is characterized by the fact that ψ(u) =
Cup

Cdown
u = e2αiπu. Since u is a generator of F (H0),

this implies:
∀ f ∈ F (H0) , ψ( f ) = e2αiπ f .

How can we understand the automorphism ψ of F (H0) ? It has been obtained by following an
even longer complicated path:

F (H0)→ F (H0∩Hθ′0
)← F (Hθ′0

)→ F (Hπ∩Hθ′0
)← F (Hπ)→ ···

· · · → F (Hπ∩Hθ′′0
)← F (Hθ′′0

)→ F (H0∩Hθ′′0
)← F (H0).
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(As before, all the arrows are restriction maps and we follow some arrows backwards.) Here we
have taken two distinct intermediate halph-planes, one “up”, characterized by θ′0 ∈ ]π/2,π[, the
other “down”, characterized by θ′′0 ∈ ]−π,−π/2[. In some sense, we have turned around 0 in the
positive sense (counterclockwise) and f ∈ F (H0) has been changed in the process.

Exercice 6.1.20 Call Dθ the open disk
◦
D(eiθ,1). Define isomorphisms:

F (D0)→ F (D0∩Dπ/2)← F (Dπ/2)→ F (Dπ∩Dπ/2)← F (Dπ)→ ···

· · · → F (Dπ∩D3π/2)← F (D3π/2)→ F (D2π∩D3π/2)← F (D2π).

From the fact that D2π = D0, deduce an automorphism of F (D0) and describe explicitly that
automorphism.

6.2 A new look at the complex logarithm

Instead of the equation f ′ = 1/z, we shall here use its consequence:

(6.2.0.1) z f ′′+ f ′ = 0,

because it is a linear homogeneous scalar differential equation, and so its solutions form a linear
space. Of course, we have greatly increased the set of solutions beyond the logarithm; formally:

(z f ′)′ = z f ′′+ f ′ = 0 =⇒ z f ′ = a =⇒ f = a logz+b,

and we can only fix the two constants of integration by specifying initial conditions.

We saw that putting X :=
(

f
z f ′

)
, we obtain an equivalent vectorial differential equation (or

system):

(6.2.0.2) X ′ = z−1AX , where
(

0 1
0 0

)
.

We shall now formalize more precisely in what sense they are equivalent. For any open set U ⊂C,
let us write:

F1(U) := { f ∈O(U) | f is a solution of (6.2.0.1)} and F2(U) := {X ∈O(U)2 |X is a solution of (6.2.0.2)}.

These are two linear spaces, and the map φ : f 7→
(

f
z f ′

)
is an isomorphism from the first to the

second. If we want to take in account initial conditions, we introduce the map IC2 : X 7→X(z0) from
F2(U) to C2 and, for compatibility, a map IC1 from F1(U) to C2 defined as f 7→ ( f (z0),z0 f ′(z0)).
Then, we have a commutative diagram:

F1(U)
φ //

IC1 ""EEEEEEEE
F2(U)

IC2||yyyyyyyy

C2

48



In the course, we shall generally study the vectorial form (after having shown that it is equivalent
to the scalar form), but in this particular case we shall rather use the scalar form (6.2.0.1). So, we
simply write F (U) for F1(U) (and IC for the initial map IC1). We shall first study some particular
cases, depending on the open set U . Then we shall see how all these spaces F (U) are globally
related.

The singularity at 0. This is considered as a singularity because, if we write the equation in
the form f ′′+ p(z) f ′+q(z) f , the functions p and q are singular at 0 and the Cauchy theorem on
differential equation (which we shall meet later) cannot be applied. Specifically, if we try to solve
(6.2.0.1) with a power series f := ∑anzn, we see that it is equivalent to:

z f ′′+ f ′ = ∑(n+1)2an+1zn = 0⇐⇒∀n , (n+1)2an+1 = 0⇐⇒∀n 6= 0 , an = 0.

Therefore, the only solutions are constants, even on very small neighborhoods of 0. Note that
we said nothing about the values of n: the argument applies as well to Laurent series and even
generalized Laurent series, that is solutions which are analytic in a punctured neighborhood of
0. This is clearly not satisfying, since for an equation of order 2 we hope to obtain two arbitrary
constants of integration. So, from now on, we shall only consider open sets U ⊂ C∗.

Small scale properties of F (U). As already noted, F (U) is a complex linear space for any
open set U ⊂ C∗. We shall make the convention that F ( /0) = {0}, the trivial linear space. If U is
not connected, we can write U = U1∩U2 where U1,U2 are two non empty disjoint open subsets,
and it is obvious that a solution on U is determined by independant choices of a solution on U1
and of a solution on U2, i.e. there is an isomorphism:{

F (U)→ F (U1)×F (U2),

f 7→ ( f|U1 , f|U2).

Whatever the number of connected components of U (even infinite), they are all open and a de-
composition U =

⊔
Uk gives rise to in a similar way an isomorphism F (U)→∏F (Uk).

Therefore, the case of interest is if U is a non empty domain. In that case, we know for sure
that the constants are solutions: C ⊂ F (U), so that dimC F (U) ≥ 1. Now, for a domain, one
also has the upper bound: dimC F (U) ≤ 2. This is a particular case of the “wronskian lemma”,
which will be proved in section 7.2, so we prefer not to give a proof here (but the reader can try to
imagine one).

So the question is: for what kind of domain does one achieve the optimal dimension 2 ? We
know that puncured neighborhood of 0 are excluded. So we choose z0 6= 0 and try for a power
series f (z) := ∑

n≥0
an(z− z0)

n. We find:

z f ′′+ f ′ = ∑
n≥0

(
(n+1)2an+1 +(n+1)(n+2)an+2z0

)
(z− z0)

n

and deduce:

z f ′′+ f ′ = 0⇐⇒∀n ∈ N , (n+1)2an+1 +(n+1)(n+2)an+2z0 = 0.
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The recurrence is readily solved: there is no condition on a0, and an = (a1z0)
(−1)n−1

nzn
0

for n ≥ 1.

This means that f = a0 + (a1z0)L, where the series L has r.o.c. |z0|. Actually, we recognize
the series for the determination of the logarithm around z0. It follows that, for any disk U :=
◦
D(z0, |z0|), (see how it carefully avoids the singular point 0 ?) one has the optimal dimension
dimC F (U) = 2. Also note that the image of a0 + (a1z0)L by the initial condition map IC is
f 7→ (a0,a1z0), so that it is an isomorphism in this case. (Finding out the equality of dimensions
would not be by itself a sufficient argument.)

Large scale properties of F (U). Here, “large scale” means that we consider globally the col-
lection of all open sets U ⊂ C∗ and the collection of all linear spaces F (U). The main relation
among these is that if V ⊂U , there is a restriction map f 7→ f|V from F (U) to F (V ); of course,
it is linear. The obvious fact that, if U is covered by open subsets Vk, then f can be uniquely
recovered from the family of all the fk := f|Vk ∈ F (Vk), provided these are compatible (i.e. fk and
fl have the same restriction in F (Vk ∩Vl)) is formulated by saying that “F is a sheaf” (compete
definition in section 7.4).

A property more related to the analyticity of the solutions is that, if U is a domain and if V ⊂U
is a non empty open subset, then the restriction map F (U)→ F (V ) is injective: this is indeed a
direct consequence of the principle of analytic continuation (theorem 3.1.6). As a consequence of
this injectivity and of the calculation of dimensions, we find that if U is a disk centered at z0 and
if V is a domain, then the restriction map F (U)→ F (V ) is bijective. Therefore, for all domains

U contained in some
◦
D(z0, |z0|), one has dimC F (U) = 2. Another consequence is that all the

spaces Fz0 of germs of solution have dimension 2; and also that the initial contition map IC gives
an isomorphism from Fz0 to C2.

Monodromy. We know the rules of the game. We fix a,b ∈ C∗ and a path γ from a to b within
C∗. We cover the image curve of γ by disks D0, . . . ,Dn centered on the curve, the first one at a,
the last one at b, and any two consecutive disks having non empty intersection. From this, we
draw isomorphisms: first, Fa ← F (D0); then, for k = 1, . . . ,n: F (Dk−1)→ F (Dk−1 ∩Dk)←
F (Dk); last, F (Dn)→Fb. By composition, we get the isomorphism Fa→Fb induced by analytic
continuation along the path γ. By the principle of monodromy (theorem 5.1.2), the isomorphism
Fa→ Fb depends only on the homotopy class of γ in C∗. Taking a = b, this gives a map:

π1(C∗;a)→ GL(Fa).

From the algebraic rules stated in section 5.2, this is an anti-morphism of groups. However, in
this particular case, we know that π1(C∗;a)' Z is commutative, so an anti-morphism is the same
thing as a morphism. Actually, this morphism is totally determined from the knowledge of the
image of a generator of the fundamental group, for instance the homotopy class of the positive
loop γ : t 7→ aeit on [0,2π].

To see more concretely what this “monodromy representation” (it is its official name !) looks
like, we shall take a := 1. Then a basis of F1 is given by (the germs of) the constant map 1 and the
principal determination of the logarithm log. This gives an identification of GL(F1) with GL2(C)
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and we obtain a second description of the monodromy representation, related to the first one by a
commutative diagram:

π1(C∗;1) //

��

GL(F1)

��
Z // GL2(C)

The vertical maps are isomorphisms, respectively induced by the choice of a generator of π1(C∗;1)
(the homotopy class of the loop γ) and by the choice of a basis of F1 (the germs of 1 and log). The
horizontal maps are the monodromy representation in its abstract and in its matricial form. The
lower horizontal map is characterized by the image of 1. This corresponds to the action of the loop
γ. Along this loop, 1 is continuated to itself and log to log+2iπ. Therefore, our basis (1, log) is

transformed to (1, log+2iπ). The matrix of this automorphism is
(

1 2iπ
0 1

)
. Therefore, we get at

last the concrete description of the monodromy representation:
Z→ GL2(C),

k 7→

(
1 2iπ
0 1

)k

=

(
1 2iπk
0 1

)
.

Note that the monodromy automorphisms are unipotent: this is characteristic of the logarithm.

6.3 Return on the first example

We shall describe again what has been found in the first example (section 6.1) in the light of the
constructions of section 6.2. Calling F1 the space of germs of solutions of z f ′ = α f , where α ∈C
is arbitrary, we saw that it is a linear space of dimension 1 and that turning around 0 once in the
positive sense induced an automorphism ψ : f 7→ β f of F1, where β := e2αiπ. Note that an auto-
morphism of F1 is always of this form, that is, we have a canonical identification GL1(F1)' C∗.
Here, “canonical” means that the isomorphism does not depend on the choice of a basis of F1.
Now if we turn k times around 0, any f ∈ F (H0) is multiplied k times by β, that is, the corre-
sponding automorphism is ψk : f 7→ βk f . (This also works if k < 0.) In the light of the study
of the second example, “turning around 0” just means performing analytic continuation along the
loop γ : t 7→ eit on [0,2π] and thereby identify π1(C∗,1) with Z. Since we know that it is only the
homotopy class of the loop that matters, and also that composing pathes, we must compose the
automorphisms (using the rules of section 5.2), we get an anti-morphism of groups from π1(C∗,1)
to GL(F1). As already noted, π1(C∗,1) being commutative, this is also a group morphism.

To the equation z f ′ = α f , α ∈ C, we have therefore attached the monodromy representation:{
Z→ C∗,
k 7→ βk,

where β := e2iπα.
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Chapter 7

Linear complex analytic differential
equations

This chapter lays down the basic theory of linear complex analytic differential equations. (The
nonlinear theory is much more difficult and we shall say nothing about it.) Since one of the
ultimate goals of the whole theory is to understand the so-called “special functions”, and since the
study of these functions1 shows interesting features of their asymptotic behaviour at infinity, the
theory is done on the “Riemann sphere” which is the complex plane augmented with a “point at
infinity”. Therefore, the first section is a complement to the course on analytic functions.

7.1 The Riemann sphere

We want to study analytic functions “at infinity” as if this was a place, so that we can use geometric
reasoning as we did in the complex plane C. There are various ways2 to do this. A most efficient
one is to consider that there is a “point at infinity”, that we write ∞ (without + or − sign). The
resulting set is the Riemann sphere:

S := C∪{∞}.

Other names and notations for the same being are: the Alexandrov one-point compactification Ĉ;
the complex projective line P1(C). (There are some reasons to say that adding one point to the
complex plane yields a complex line !) We shall not use these names and notations.

The reason why S is called a sphere can be understood through a process coming from car-
tography, the so-called “stereographic projection” from the north pole N(0,0,1) of the sphere
X2+Y 2+Z2 = 1 in R3 to its equatorial plane P(Z = 0). To any point A(X ,Y,Z) of Ṡ := S\{N}, it
associates the intersection B(x,y) of the straight line (NA) with P. Now we shall identify as usual
B with z := x+ iy ∈ C, whence a map (X ,Y,Z) 7→ z from Ṡ to C given by the equation:

z =
X

1−Z
+ i

Y
1−Z

·

1In this course, we shall not go in any detail about special functions. The best way to get acquainted to them is from
far the book by Whitaker and Watson “A course of modern analysis”, second part.

2For instance, in real projective geometry, one adds a whole (projective) line at infinity.
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This map can easily be inverted into the map from C to Ṡ described by the equation:

z 7→

(
2Re(z)

|z|2 +1
,

2Im(z)

|z|2 +1
,
|z|2−1

|z|2 +1

)
.

Exercice 7.1.1 Draw the corresponding figure and prove these equations.

So we have a homeomorphism (a bicontinuous bijection) of the plane C with Ṡ; it is actually
a diffeomorphism (differentiable with a differentiable inverse). Moreover, when z tends to infinity
in the plane in the sense that |z| →+∞ (thus without any particular direction) then the correspond-
ing point A ∈ Ṡ tends to N. For this reason, we transport the topology and differentiable structure
on S = Ṡ∪{N} to S = C∪{∞}. Therefore, S is homeomorphic to S. In particular, the Riemann
sphere is compact, arcwise connected and simply connected.

The open subsets of S for this topology are, one the one hand the usual open subsets of C;
on the other hand, the open neighborhoods of ∞. These can be described as follows: they must

contain a “disk centered at infinity”
◦
D(0,r) := {z ∈ S | |w| < r}, where w := 1/z with of course

the special convention that 1/∞ = 0. There are three particular important open subsets of S:

C0 := S\{∞}= C, C∞ := S\{0}, C∗ = S\{0,∞}= C0∩C∞.

When working with a point z ∈ C0, we may use the usual “coordinate” z; when working with a
point z∈C∞, we may use the new “coordinate” w = 1/z; when working with a point of z∈C∗, we
may use either coordinate. This works without problem for questions of topology and of differen-
tial calculus, because on the common domain of validity C∗ of the two coordinates, the changes
of coordinates z 7→ w = 1/z and w 7→ z = 1/w are homeomorphisms and even diffeomorphisms.
But note that they are also both analytic, which justifies the following definition:

Definition 7.1.2 A function defined on a neighborhood of a point of S and with values in C is said
to be analytic, resp. holomorphic, resp. meromorphic if it is so when expressed as a function of
whichever coordinate (z or w) is defined at this point.

In the case of usual functions on C, these definitions are obviously compatible with those given
in chapter 3. Note that here again analyticity is equivalent to holomorphy. Practically, if one wants
to study f (z) at infinity, one puts g(w) := f (1/w) and one studies g at w = 0.

Example 7.1.3 Let f (z) := P(z)/Q(z) ∈ C(z), P,Q 6= 0, be a non trivial rational function. We
write P(z) = a0 + · · ·+ adzd , with ad 6= 0 (so that degP = d) and Q(z) = b0 + · · ·+ beze, with
be 6= 0 (so that degQ = e). Moreover, we assume that P and Q have no common root. Then, f is
holomorphic on C\Q−1(0) and meromorphic at points of Q−1(0): any root of multiplicity k of Q
is a pole of order k of f . To see what happens at infinity, we use w = 1/z and consider:

g(w) := f (1/w) =
a0 + · · ·+adw−d

b0 + · · ·+bew−e = we−d a0wd + · · ·+ad

b0we + · · ·+be
·

Since adbe 6= 0, we conclude that, if e≥ d, then f is holomorphic at infinity; if d > e, then ∞ is a
pole of order d− e. In any case, f is meromorphic on the whole of S.
For f to be holomorphic on the whole of S, it is necessary and sufficient that Q has no root, that is
e = 0 (non constant complex polynomials always have roots); and that e≥ d, so d = 0. Therefore,
a rational function is holomorphic on the whole of S if, and only if it is a constant.
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Exercice 7.1.4 Study the rational fk(z) :=
zk

z2−1
on S for k ∈N: what are its zeroes, its poles and

their orders ? Whenever possible, do it using both coordinates z and w.

Example 7.1.5 To study the differential equation z f ′ = α f at infinity, we put g(w) = f (w−1) so
that g′(w) =− f ′(w−1)w−2 =−αg(w)w−1, i.e. wg′ =−αg. The basic solution is, logically, w−α.

Exercice 7.1.6 What becomes the equation z f ′′+ f ′ = 0 at infinity ?

From the first example above, it follows that C ⊂ O(S) and C(z) ⊂M (S). The following
important theorem is proved in the books of Ahlfors, Cartan and Rudin:

Theorem 7.1.7 (i) Every analytic function on S is constant: O(S) = C.
(ii) Every meromorphic function on S is rational: M (S) = C(z).

�

Description of holomorphic functions on some open sets. We now describe O(Ω) for various
open subsets Ω of S.

1. O(C0): these are the power series ∑
n≥0

anzn with an infinite r.o.c., for example ez. They

are called entire functions. A theorem of Liouville says that for an entire function f , if
| f |= O

(
|z|k
)

, then f is a polynomial. (This theorem and the second part of theorem 7.1.7
are easy consequences of the first part of theorem 7.1.7, which itself follows easily from the
fact that every bounded entire function is constant. That last fact is less easy to prove; see
the books by Ahlfors, Cartan, Rudin.)

2. O(C∞): these are the functions ∑
n≥0

anz−n where ∑
n≥0

anzn is entire, for example e1/z.

3. O(C∗): these are “generalized Laurent series” of the form ∑
n∈Z

anzn, where both ∑
n≥0

anzn and

∑
n≥0

a−nzn are entire functions.

4. O(
◦
D(0,R)\{0}): these are generalized Laurent series of the form ∑

n∈Z
anzn, where ∑

n≥0
a−nzn

is an entire function and ∑
n≥0

anzn has r.o.c. R.

5. O(
◦
D(∞,r)\{∞}): it is left to the reader to decribe this case from the previous one or from

the case of an annulus tackled herebelow.

The two last items are particular cases (r = 0 or R =+∞) of the open annulus of radii r < R:

C (r,R) :=
◦
D(0,R)\D(0,r) = {z ∈ C | r < |z|< R}.

Then the elements of O (C (r,R)) are generalized Laurent series of the form ∑
n∈Z

anzn, where ∑
n≥0

a−nzn

has r.o.c. 1/r and ∑
n≥0

anzn has r.o.c. R.
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Note that the apparition of generalized Laurent series here means that essential singularities
are possible. For functions having poles at 0 or ∞, the corresponding series will be usual Laurent
series. All the facts above are proved in the books by Ahlfors, Cartan and Rudin.

7.2 Equations of order n and systems of rank n

Let Ω be a non empty connected subset (a domain) of S and let a1, . . . ,an ∈ O(Ω). We shall call
denote Ea the following linear homogeneous scalar differential equation of order n:

f (n)+a1 f (n−1)+ · · ·+an f = 0.

The reader may think of the two examples f ′− (α/z) f = 0 and f ′′+(1/z) f ′+0 f = 0 of chapter
6; there, Ω = C∗. For any open subset U of Ω, we write Fa(U) the set of solutions of Ea on U :

Fa(U) := { f ∈ O(U) | ∀z ∈U , f (n)(z)+a1(z) f (n−1)(z)+ · · ·+an(z) f (z) = 0}.

It is a linear space over C. The reason to consider various open sets U is that we hope to under-
stand better the differential equation Ea on the whole of Ω by studying the collection of all spaces
Fa(U). For instance, we saw in chapter 6 examples where Fa(Ω) = {0} but nevertheless some
local solutions are interesting.

By convention, we agree that Fa( /0) = {0}, the trivial space. If U is not connected and if
U =

⊔
Ui is its decomposition in connected components, we know that the Ui are open sets and

that there is an isomorphism O(U)→ ∏O(Ui), which sends f ∈ O(U) to the family ( fi) of its
restrictions fi := f|Ui . This clearly induces an isomorphism of Fa(U) with ∏Fa(Ui). For these
reasons, we shall most of the time assume that U is a non empty domain.

Let A = (ai, j)1≤i, j≤n ∈Matn(Ω) be a matrix having analytic coefficients ai, j ∈ O(Ω). We shall
call denote SA the following linear homogeneous vectorial differential equation of rank n and
order 1:

X ′ = AX .

The reader may think of the vectorial form of the equation of the logarithm in chapter 6; there,
Ω = C∗.

Remark 7.2.1 There may be a difficulty when ∞∈Ω. Indeed, then the coordinate w := 1/z should
be used. Writing B(w) := A(1/w) and Y (w) := X(1/w), SA becomes: Y ′(w) = −w−2B(w)Y (W ).
However, it is not true that if A is analytic at ∞ then −w−2B(w) is analytic at w = 0. For instance,
the differential equation f ′ = f is not analytic at ∞, despite the apparences. The totally rigorous
solution to this difficulty is to write SA in the form dX = Adz and to require that the “matrix of
differential forms” A(z)dz be analytic on Ω. At ∞ that would translate to the correct condition that
−w−2B(w) is analytic at w = 0. Except in the following exercice, we shall not tackle this problem
anymore, except in concrete cases when we have to.

Exercice 7.2.2 Prove that a differential system that is holomorphic on the whole of S has the form
X ′ = 0.
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For any open subset U of Ω, we write FA(U) the set of vectorial solutions of SA on U :

Fa(U) := {X ∈ O(U)n | ∀z ∈U , X ′(z) = A(z)X(z)}.

It is a linear space over C. By convention, we agree that FA( /0) = {0}. If U =
⊔

Ui is the de-
composition of U in connected components, the map which sends X ∈ FA(U) to the family of its
restrictions X|Ui is an isomorphism of Fa(U) with ∏Fa(Ui). We shall also sometimes consider
matricial solutions M ∈Matn,p(O(U)), that is matrices with coefficients in O(U) and such that
M′(z) = A(z)M(z) on U ; it is equivalent to say that the columns of M belong to FA(U). For in-
stance, if A ∈Matn(C) (constant coefficients), then ezA is a matricial solution of SA. Note that SA

can be seen as a system of scalar differential equations; if f1, . . . , fn are the components of X , then:

SA⇐⇒


f ′1 = a1,1 f1 + · · ·+a1,n fn,

. . . . . . . . . . . . . . . . . . . . . . ,
f ′n = an,1 f1 + · · ·+an,n fn.

Proposition 7.2.3 Given a1, . . . ,an ∈ O(Ω) and f ∈ O(U), U ⊂Ω, define:

Aa :=



0 1 0 . . . 0 0
0 0 1 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 1 0
0 0 0 . . . 0 1
−an −an−1 −an−2 . . . −a2 −a1


∈Mat(O(Ω)) and X f :=


f
f ′
...

f (n−1)

∈O(U)n.

Then, the scalar differential equation Ea is equivalent to the vectorial differential equation SA for
A := Aa in the following sense: for any open subset U ⊂Ω, the map f 7→ X f is an isomorphism of
linear spaces from Fa(U) to FA(U).

Proof. - Let X ∈ O(U)n have components f1, . . . , fn. Then:

X ′ = AaX ⇐⇒ f ′1 = f2, . . . , f ′n−1 = fn and f ′n +a1 fn + · · ·+an f1 = 0⇐⇒ X = X f ,

where f := f1 is a solution of Ea and the unique antecedent of X . �

The Wronskian.

Definition 7.2.4 The wronskian matrix of f1, . . . , fn ∈ O(U) is:

Wn( f1, . . . , fn) :=



f1 . . . f j . . . fn
...

. . .
...

. . .
...

f (i−1)
1 . . . f (i−1)

j . . . f (i−1)
n

...
. . .

...
. . .

...
f (n−1)
1 . . . f (n−1)

j . . . f (n−1)
n


= [X f1 , . . . ,X fn ] ∈Matn(O(U)).

Beware that its (i, j)-coefficient is f (i−1)
j . The wronskian determinant of f1, . . . , fn ∈ O(U) is:

wn( f1, . . . , fn) := detWn( f1, . . . , fn) ∈ O(U).

It is also simply called the wronskian of f1, . . . , fn.
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The wronskian is an extremely useful tool in the study of differential systems. We prepare its
computation with two lemmas.

Lemma 7.2.5 Let X1, . . . ,Xn : U→Cn be vector valued analytic functions. Then det(X1, . . . ,Xn)∈
O(U) and:

(det(X1, . . . ,Xn))
′= det(X ′1, . . . ,Xi, . . . ,Xn)+· · ·+det(X1, . . . ,X ′i , . . . ,Xn)+· · ·+det(X1, . . . ,Xi, . . . ,X ′n).

Proof. - From the “small” Leibniz formula ( f g)′ = f ′g+ f g′, one draws by induction the “big”
Leibniz formula ( f1 · · · fn)

′ = f ′1 · · · fi · · · fn + · · ·+ f1 · · · f ′i · · · fn + · · ·+ f1 · · · fi · · · f ′n. Then we ap-
ply this formula to each of the n! monomials composing the determinant. �

Lemma 7.2.6 Let X1, . . . ,Xn ∈ Cn and let A ∈Matn(C). Then:

det(AX1, . . . ,Xi, . . . ,Xn)+· · ·+det(X1, . . . ,AXi, . . . ,Xn)+· · ·+det(X1, . . . ,Xi, . . . ,AXn)=Tr(A)det(X1, . . . ,Xn).

Proof. - The left hand side is an alternated n-linear function of the Xi, so, by general multilinear
algebra (see for instance Lang’s “Algebra”), it is equal to C det(X1, . . . ,Xn) for some constant C.
Taking for X1, . . . ,Xn the canonical basis of Cn gives the desired result. �

Proposition 7.2.7 Let X1, . . . ,Xn ∈ FA(U). Write X := [X1, . . . ,Xn] the matrix having the Xi as
columns. Then X ∈Matn(O(U)), X ′ = AX and:

(detX )′ = Tr(A)(detX ).

As a consequence, if U is a domain, either detX vanishes nowhere on U , or it vanishes identically.

Proof. - The fact that X ∈ Matn(O(U)) is obvious; the fact that X ′ = AX follows because the
columns of AX are the AXi = X ′i . For the last formula, we compute with the help of the two
lemmas above:

(detX )′ = det(X ′1, . . . ,Xi, . . . ,Xn)+ · · ·+det(X1, . . . ,X ′i , . . . ,Xn)+ · · ·+det(X1, . . . ,Xi, . . . ,X ′n)

= det(AX1, . . . ,Xi, . . . ,Xn)+ · · ·+det(X1, . . . ,AXi, . . . ,Xn)+ · · ·+det(X1, . . . ,Xi, . . . ,AXn)

= Tr(A)det(X1, . . . ,Xn) = Tr(A)(detX ).

The last statement is proved as follows. Write for short w(z) := (detX )(z) and suppose that
w(z0) = 0 for some z0 ∈ U . Let V be a non empty simply connected open neighborhood of z0
in U (for instance, an open disk centered at z0). Then the analytic function Tr(A) has a primitive
f on V (see section 3.3). Therefore, w′ = f ′w on V , that is (e− f w)′ = 0 so that w =Ce f for some
constant C ∈C. Since w(z0) = 0, this implies that C = 0 and w vanishes on V . By the principle of
analytic continuation (theorem 3.1.6), U being connected, w vanishes on U . �

Corollary 7.2.8 Let f1, . . . , fn ∈ Fa(U) and write w(z) := wn( f1, . . . , fn)(z). Then w ∈ O(U),
w′ =−a1w and, if U is a domain, either w vanishes nowhere on U , or it vanishes identically.

Proof. - Indeed, Tr(Aa) =−a1. �
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Definition 7.2.9 Let U be a domain.
(i) If X1, . . . ,Xn ∈FA(U) are such that det(X1, . . . ,Xn) vanishes nowhere on U , then X := [X1, . . . ,Xn]
is called a fundamental matricial solution of SA on U .
(ii) If f1, . . . , fn ∈ Fa(U) are such that their wronskian vanishes nowhere on U , then ( f1, . . . , fn) is
called a fundamental system of solutions of Ea on U .

Examples 7.2.10 (i) If ( f1, . . . , fn) is a fundamental system of solutions of Ea on U , then [X f1 , . . . ,X fn ]
is a fundamental matricial solution of SA on U for A := Aa.
(ii) If A ∈Matn(C), then ezA is a fundamental matricial solution of X ′ = AX on C.
(iii) If α∈C, then zα is a fundamental matricial solution (of rank 1) and also a fundamental system
of solutions of z f ′ = α f on C\R−.
(iv) The pair (1, log) is a fundamental system of solutions of z f ′′+ f ′ = 0 on C \R−. Indeed,

its wronskian matrix is
(

1 logz
0 1/z

)
. Its wronskian determinant is w(z) = 1/z, which satisfies

w′ =−a1w with here a1 = 1/z (and a2 = 0).

Remark 7.2.11 If X ∈Matn(O(U)) is a fundamental matricial solution of SA, then X−1 ∈Matn(O(U)).

Indeed, the inverse of an arbitrary matrix A is computed as
1

detA
tcom(A), where com(A) (the so-

called “comatrix” of A) has as coefficients the minor determinants of A. In our case, com(X )
and its transpose tcom(X ) are obviously in Matn(O(U)); and, since detX is analytic and vanishes

nowhere,
1

detX
∈ O(U). We shall therefore write X ∈ GLn(O(U)). More generally, for any com-

mutative ring R, the matrices A ∈Matn(R) which have an inverse A−1 ∈Matn(R) are those such
that detA is invertible in R. The group of such matrices is written GLn(R).

Theorem 7.2.12 Let U be a non empty domain. Let X1, . . . ,Xn ∈FA(U) and let X := [X1, . . . ,Xn]∈
Matn(O(U)). Write w(z) := (detX )(z). If there exists z0 ∈U such that w(z0) 6= 0, then w vanishes
nowhere (and therefore X is a fundamental matricial solution of SA on U). In that case, (X1, . . . ,Xn)
is a basis of FA(U).

Proof. - Suppose that there exists z0 ∈U such that w(z0) 6= 0. The fact that w vanishes nowhere
is contained in the previous proposition. Then X is invertible. Let X ∈ FA(U) be an arbitrary
solution. Taking Y := X−1X , we can write X = XY with Y ∈ O(U)n. From X ′ = AX we draw:

(XY )′ = A(XY ) =⇒ XY ′+X ′Y = AXY =⇒ XY ′+AXY = AXY =⇒ XY ′ = 0 =⇒ Y ′ = 0,

so that Y ∈ Cn since U is connected (otherwise, having a zero derivative would not imply being
constant). If λ1, . . . ,λn ∈C are the components of Y , we conclude that X = λ1X1+ · · ·+λnXn, and
(X1, . . . ,Xn) is a generating system. The same computation shows that the coefficients λ1, . . . ,λn

are unique, so that (X1, . . . ,Xn) is indeed a basis of FA(U). �

Remark 7.2.13 If w = 0, then it is clear that, for all z0 in U , the vectors X1(z0), . . . ,Xn(z0) are
linearly dependent over C. One can prove algebraically the much stronger statement that X1, . . . ,Xn

are linearly dependent over C (with coefficients that do not depend on z): this is the “wronskian
lemma” (lemma 1.12 in the book by van der Put and Singer “Galois theory of linear differential
equations”).

58



Corollary 7.2.14 If SA admits a fundamental matricial solution X = [X1, . . . ,Xn], then, for any
basis (Y1, . . . ,Yn) of FA(U), the matrix Y := [Y1, . . . ,Yn] is a fundamental matricial solution.

Proof. - We write Yi = X Pi, with Pi ∈ Cn as in the theorem. Then, putting P := [P1, . . . ,Pn], one
has Y = X P with P ∈Matn(C). Since P links two bases, detP 6= 0. Thus detY = (detX )(detP)
does not vanish. �

Corollary 7.2.15 Let U be a non empty domain. Let f1, . . . , fn ∈Fa(U). Write w(z) :=(wn( f1, . . . , fn))(z).
If there exists z0 ∈U such that w(z0) 6= 0, then w vanishes nowhere and ( f1, . . . , fn) is a basis of
FA(U). In that case, any basis of Fa(U) is a fundamental system of solutions of Ea.

Proof. - This just uses the isomorphism f 7→ X f from Fa(U) to FA(U), where A := Aa (proposition
7.2.3). �

As the following result shows, the existence of a fundamental matricial solution or a funda-
mental system of solutions actually corresponds to an “optimal case”3, where the solution space
has dimension n.

Theorem 7.2.16 For any domain U ⊂Ω, one has dimC FA(U)≤ n.

Proof. - This can be deduced from the “wronskian lemma” (see remark 7.2.13), but we shall do
it using linear algebra over the field K := M (U). Since elements of FA(U) belong to Kn, the
maximum number of K-linearly independent elements X1, . . . ,Xk ∈ FA(U) is some integer k ≤ n.
If k = 0, then FA(U) = {0} and the result is trivial, so assume k ≥ 1. Choose such elements
X1, . . . ,Xk; we are going to prove that they form a basis of the C-linear space FA(U) and the con-
clusion will follow.
Since X1, . . . ,Xk are K-linearly independent elements, they are plainly C-linearly independent
elements. Now let X ∈ FA(U). By the maximality property of X1, . . . ,Xk, one can write X =
f1X1 + · · ·+ fkXk, with f1, . . . fk ∈ K = M (U). Derivating this relation and using SA, we find:

X ′ = f ′1X1 + · · ·+ f ′kXk + f1X ′1 + · · ·+ fkX ′k =⇒ AX = f ′1X1 + · · ·+ f ′kXk + f1AX1 + · · ·+ fkAXk

=⇒ AX = f ′1X1 + · · ·+ f ′kXk +A( f1X1 + · · ·+ fkXk)

=⇒ f ′1X1 + · · ·+ f ′kXk = 0

=⇒ f ′1 = · · ·= f ′k = 0,

since X1, . . . ,Xk are K-linearly independent; this implies f1, . . . fk ∈ C. �

Corollary 7.2.17 For any domain U ⊂Ω, one has dimC Fa(U)≤ n.

Proof. - Again use the isomorphism f 7→ X f from Fa(U) to FA(U), where A := Aa (proposition
7.2.3). �

Exercice 7.2.18 Prove the wronskian lemma mentioned in remark 7.2.13 and deduce from it the-
orem 7.2.16.

3In old litterature on functional equations, the authors said that they had a “full complement of solutions” when they
reached the maximum reasonable number of independant solutions.
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7.3 The existence theorem of Cauchy

From now on, we shall state and prove theorems for systems SA and leave it to the reader to
translate them into results about equations Ea. Also, we shall call SA a differential equation,
without saying explicitly “vectorial”.

Lemma 7.3.1 (i) Let A ∈ Matn(C[[z]]) be a matrix with coefficients in C[[z]]. Then there is a
unique X ∈Matn(C[[z]]) such that X ′ = AX and X (0) = In. Moreover, X ∈ GLn(C[[z]]).
(ii) Suppose that A has a strictly positive radius of convergence, i.e. A ∈Matn(C{z}). Then X also
has a strictly positive radius of convergence, i.e. X ∈ GLn(C{z}).

Proof. - (i) Write A = A0 + zA1 + · · · and X = X0 + zX1 + · · · . Then:{
X ′ = AX ,

X (0) = In
⇐⇒

{
X0 = In,

∀k ≥ 0 , (k+1)Xk+1 = A0Xk + · · ·+AkX0,

so that it can be recursively solved and admits a unique solution. Then (detX )(0) = 1, so that
detX is invertible in C[[z]]; as already noted, this implies X ∈ GLn(C[[z]]).
(ii) We use the same norm as in section 1.4. Choose R > 0 and strictly smaller than the r.o.c. of
A. Then the |||Ak|||Rk tend to 0 as k→+∞, so that they are bounded: there exists C > 0 such that
|||Ak||| ≤ CR−k for all k ≥ 0. If necessary, reduce R so that moreover CR ≤ 1. We are going to
prove that |||Xk||| ≤ R−k for all k≥ 0 which will give the conclusion. The inequality is obvious for
k = 0. Assume it for all indexes up to k. Then:

||Xk+1|| ≤
1

k+1 ∑
i+ j=k

||Ai||
∣∣|X j

∣∣| ≤ 1
k+1 ∑

i+ j=k
(CR−i)(R− j) = (CR)R−(k+1) ≤ R−(k+1).

�

Theorem 7.3.2 (Cauchy existence theorem) Let A ∈Matn(Ω). Then, for all z0 ∈Ω, there exists
a domain U ⊂ Ω, U 3 z0 such that the map X 7→ X(z0) from FA(U) to Cn is an isomorphism. In

other words, on such a domain, the Cauchy problem

{
X ′ = AX ,

X(z0) = X0
admits a unique solution for

any initial condition X0 ∈ Cn.

Proof. - Suppose for a moment that we put B(z) := A(z0 + z) and Y (z) := X(z0 + z). Then the

Cauchy problem

{
X ′ = AX ,

X(z0) = X0
is equivalent to

{
Y ′ = AY,
Y (0) = X0

. In other words, we may (and

shall) assume from the beginning that z0 = 0.
From the previous lemma, there exists X ∈ GLn(C{z}) such that X ′ = AX and X (0) = In. Let
U ⊂ Ω be any non empty domain containing 0 on which X converges and detX does not vanish.
Then, we may look for X in the form XY . With the same computation as in theorem 7.2.12, we

find that our Cauchy problem is equivalent to

{
Y ′ = 0,
Y (0) = X0

, that is to Y = X0. Therefore, its

unique solution on U is X X0. �
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Corollary 7.3.3 For all z0 ∈Ω, there exists a domain U ⊂Ω, U 3 z0, such that dimC FA(U) = n.

Corollary 7.3.4 There are no singular solutions on any open subset of Ω.

Proof. - Suppose X is a solution in a punctured disk
◦
D(z0,R)\{z0}, where

◦
D(z0,R)⊂Ω and R> 0.

Let X be a fundamental solution on
◦
D(z0,R′)⊂

◦
D(z0,R), R′ > 0. Then X = X X0 on

◦
D(z0,R′), with

X0 ∈ Cn; thus z0 is an inexistent singularity of X . �

7.4 The sheaf of solutions

Let Ω be a non empty domain of S, a1, . . . ,an ∈ O(Ω) and A ∈ Matn(O(Ω)). Remember that
we have denoted Fa(U), resp. FA(U), the complex linear space of solutions of Ea, resp. SA on an
open subset U ⊂Ω. In this section, we shall study at the same time some topological and algebraic
properties of the maps Fa : U 7→ Fa(U) and FA : U 7→ FA(U). To that end, we shall indifferently
write F either for Fa or for FA.

Sheaves. The first important property is that F is a sheaf. (For the general theory, see the book
by Godement, “Topologie algébrique et théorie des faisceaux; the book of Ahlfors uses a less
flexible presentation, resting on “espaces étalés”.) To be precise, F is a sheaf of complex linear
spaces over Ω, meaning that it associates to every open subset U ⊂Ω a C-linear space F (U), with
the following extra structure and conditions (which are of course completely obvious in the case
of Fa and FA):

1. If V ⊂U are two open subsets of Ω, there is a morphism (linear map) of restriction F (U)→
F (V ). In general, an element of F (U) is called a “section” over U (in our cases of interest,
sections are solutions f or X) and we shall write s|V its restriction to V . The restriction maps
must satisfy natural compatibility conditions: if V = U , it is the identity map of F (U); if
W ⊂ V ⊂ U , then the restriction map F (U)→ F (W ) is the composite of the restriction
maps F (U)→ F (V ) and F (V )→ F (W ).

2. Given an open covering U =
⋃

Ui of the open subset U ⊂Ω by open subsets Ui ⊂U , there
arises a map F (U)→ ∏F (Ui), defined as s 7→ (si) where s ∈ F (U) and the si are the
restrictions s|Ui . Then, the second requirement is that the map be injective: a section is
totally determined by its restrictions to an open covering.

3. In the previous construction, it is a consequence of the compatibility condition stated before
that one has for all i, j the equality (si)|Ui∩U j = (s j)|Ui∩U j on Ui ∩U j. Our last require-
ment is that conversely, for every open covering U =

⋃
Ui and for every family of sections

(si) ∈∏F (Ui), if this family satisfies the compatibility condition that for all i, j one has the
equality (si)|Ui∩U j = (s j)|Ui∩U j , then there exists a section s ∈ F (U) such that, for all i, one
has si = s|Ui . The section s is of course unique, because of the second requirement.

Local systems. We will not give here the precise and general definition of a “local system” of
linear spaces, but rather state the properties of F = Fa or FA which imply that it is indeed a
local system; and then, draw the consequences, using direct arguments (taking in account that our
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“sections” are actually functions or vectors of functions). But most of what we are going to do
until the end of this chapter is valid in a much more general form, and the reader should look at
the beginning of the extraordinary book of Deligne “Équations différentielles à points singuliers
réguliers” to see the formalism. The basic fact is the following.

Proposition 7.4.1 Every a ∈ Ω has a neighborhood U ⊂ Ω on which the sheaf F is “constant”,
meaning that, for every non empty domain V ⊂U , the restriction map F (U)→ F (V ) is bijective.

Proof. - Choose for U the disk of convergence of a fundamental system of solutions (case F = Fa)
or a fundamental matricial solution (case F = FA); if necessary, shrink the disk so that U ⊂ Ω.
Then we know that dimC F (U) = n (section 7.3). Now, for every non empty domain V ⊂U , we
know that the restriction map F (U)→ F (V ) is injective (principle of analytic continuation) and
that dimC F (V )≤ n (theorem 7.2.16). �

Germs. We defined germs of functions and germs of solutions, but germs can actually be defined
for any sheaf F on Ω as follows. Call “local element” of F a pair (U,s) where U is an open
subset of Ω and s ∈ F (U). Fix a point a ∈Ω. We say that two local elements (U1,s1) and (U2,s2)
define the same germ at a if there exists an open neighborhood V of a such that V ⊂U1∩U2 and
(s1)|V = (s2)|V . The germ defined by a local element (U,s) at a ∈U will be denoted sa and called
the germ of s at a. The set of all germs at a is written Fa. (Do not confuse this notation with that
of Fa !) In our case (sheaf of linear spaces), germs can be added and multiplied by scalars, so that
Fa is actually a linear space. Moreover, there is for a ∈U a natural map F (U)→ Fa and it is of
course a linear map. Now, our sheaves being local systems, we get the following consequence of
the previous proposition:

Corollary 7.4.2 For all sufficiently small connected neighborhoods of a, the linear maps F (U)→
Fa are bijective.

In the particular case of Fa and FA, there is an additional structure and property that do not
make sense for general local systems. Indeed, there is an “initial condition” map form F (U) to Cn,
which sends f ∈ Fa(U) to ( f (a), . . . , f (n−1)(a)) and X ∈ FA(U) to X(a). We know from Cauchy
theorem that it is bijective for all sufficiently small connected neighborhoods of a.

Corollary 7.4.3 The initial condition map induces an isomorphism Fa 7→ Cn.

Exercice 7.4.4 Check that U 7→ O(U) is a sheaf of C-algebras, and that the C-algebra of germs
Oa is C{z−a}. (However, beware that O is not a local system.)

7.5 The monodromy representation

Monodromy. We shall play the usual game but described in a more general guise. (For an
even greater generality, see the book of Deligne.) To begin with, we fix a,b ∈ Ω and a path γ

from a to b in Ω. We cover the image curve by “sufficiently small” disks D0, . . . ,DN in such a
way that a ∈D0, b ∈DN and, for i = 1, . . . ,N, Di∩Di−1 6= /0. Then there are isomorphisms (linear
bijections): Fa←F (D0); F (Di−1)→F (Di∩Di−1)←F (Di) for i = 1, . . . ,N; and F (DN)→Fb.
Composing all these maps, we get an isomorphism s 7→ sγ from Fa to Fb. We know that this
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isomorphism depends only on the homotopy class of γ in Π1(Ω;a,b). In case F is Fa or FA, this
follows from the principle of monodromy. For an arbitrary local system, this can be proved in
exactly the same way (see the book of Deligne). To summarize, we get a map:

Π1(Ω;a,b)→ Iso(Fa,Fb).

Last, we know that the composition of pathes (or homotopy classes) gives rise to the composition
of these maps: the proof is just as easy in the case of an arbitrary local system as in the case of Fa

or FA. Therefore, taking a = b, we get an anti-morphism of groups:

ρF ,a : π1(Ω;a)→ GL(Fa).

This is the monodromy representation of the local system F at the base point a.

Remark 7.5.1 Call “opposite” of a group G with multiplication x ∗ y the group G◦ having the
same elements but the group law x ? y := y ∗ x. Then an anti-morphism of groups G→ H is the
same thing as a morphism G◦ → H. For this reason, it is sometimes said that the monodromy
representation is: (

π1(Ω;a)
)◦→ GL(Fa).

However, the distinction will have no consequence for us.

Definition 7.5.2 The monodromy group of F at the base point a is the image of the monodromy
representation:

Mon(F ,a) := ImρF ,a ⊂ GL(Fa).

In the case of Fa and FA, writing z0 the base point, we will denote ρa,z0 or ρA,z0 the monodromy
representation and Mon(Ea,z0) or Mon(SA,z0) the monodromy group.

Now we illustrate by an easy result the reason one can consider monodromy theory as a “ga-
loisian” theory. Remember that the map F (Ω) 7→Fa is injective, so that one can identify a “global
section” s ∈ F (Ω) with its germ sa at a: global sections are just germs which can be extended all
over Ω.

Theorem 7.5.3 The germ s ∈ Fa is fixed by the monodromy action if, and only if, s ∈ F (Ω).

Proof. - The hypothesis means: ∀g ∈ π1(Ω,a) , ρF ,a(g)(s) = s. In this case, it translates to: for
every loop γ based at a, one has sγ = s. This implies that, for every point b ∈ Ω and every path
γ from a to b, the section sγ ∈ Fb depends on b alone and not on the path γ. Then one can glue
together all these germs to make a section s∈F (Ω) whose germ at a is the given one. (We already
met a similar argument in section 5.2.) �

Remark 7.5.4 The similarity with Galois theory of algebraic equations is as follows. Suppose
P(x) = 0 is an irreducible equation over Q. Then, a rational expression A(x1, . . . ,xn)/B(x1, . . . ,xn)
in the roots xi of P is a rational number if, and only if, it is left invariant by all permutations of
the roots. Here, the field K of all rational expressions of the roots plays the role of Fa; the base
field Q plays the role of F (Ω); the symmetric group plays the role of the fundamental group; and
the Galois group, which is the image of the symmetric group, plays the role of the monodromy
group. One good source to pursue the analogy further is the book by Adrien and Régine Douady,
“Algèbre et théories galoisiennes”.
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Corollary 7.5.5 (i) If the monodromy group of SA is trivial, then SA admits a fundamental matri-
cial solution on Ω.
(ii) If the monodromy group of Ea is trivial, then Ea admits a fundamental system of solutions on
Ω.

Corollary 7.5.6 (i) For every simply connected domain U of Ω, SA admits a fundamental matricial
solution on U .
(ii) For every simply connected domain U of Ω, Ea admits a fundamental system of solutions on
U .

Using the last of the “basic properties” of section 3.1, one obtains:

Corollary 7.5.7 (i) The r.o.c. of every fundamental matricial solution of SA at z0 is ≥ d(z0,∂Ω).
(ii) The r.o.c. of every fundamental system of solutions of Ea at z0 is ≥ d(z0,∂Ω).

Proof. - Indeed, they can be extended to holomorphic functions on the corresponding disk (since
this disk is simply connected). �

Exercice 7.5.8 (i) Why is the map F (Ω) 7→ Fa injective ?
(ii) Prove rigorously the glueing argument in the theorem.

Dependency on the base point a. If a,b ∈ Ω, since Ω is arcwise connected (as any domain in
C), there is a path γ from a to b. This path induces an isomorphism φγ : π1(Ω;a)→ π1(Ω;b),
[λ] 7→ [γ−1.λ.γ]. Actually, φγ only depends on the homotopy class [γ] of γ, so we could as well
denote it φ[γ], but this does not matter. Therefore, all the fundamental groups of Ω are isomorphic,
but beware that the isomorphisms are not canonical:

Exercice 7.5.9 Let γ′ be another path from a to b. Then φ−1
γ ◦ φγ′ is an automorphism of the

group π1(Ω;a) and φγ′ ◦φ−1
γ is an automorphism of the group π1(Ω;b). Show that these are inner

automorphisms (that is, of the form g 7→ g0gg−1
0 ).

The path γ also induces an isomorphism uγ : Fa → Fb, s 7→ sγ, whence, by conjugation, an
isomorphism ψγ : GL(Fa)→ GL(Fb), u 7→ uγ ◦u◦u−1

γ . (Again, these isomorphisms only depend
on the homotopy class [γ].) This gives a commutative diagram:

π1(Ω;a)
ρa //

φγ

��

GL(Fa)

ψγ

��
π1(Ω;b)

ρb
// GL(Fb)

Indeed, the element [λ] ∈ π1(Ω;a) goes down to [γ−1.λ.γ], then right to uγ ◦ uλ ◦ u−1
γ ; and it goes

right to uλ, then down to uγ ◦uλ ◦u−1
γ .

As a consequence, ψγ sends Mon(F ,a)= Imρa to Mon(F ,b)= Imρb: the monodromy groups
of F at different points are all isomorphic (but the isomorphisms are not canonical).
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Matricial monodromy representation. Let B be a basis of Fa, whence an isomorphism Cn→
Fa, X0 7→BX0. The automorphism uλ of analytic continuation along a loop λ based at a transforms
B into a new base Bλ =BM[λ], where M[λ] ∈GLn(C). It transforms an element X =BX0 ∈Fa into
Xλ =BλX0 =B(M[λ]X0)∈Fa. Therefore, in the space Cn, the automorphism of analytic continua-
tion is represented by the linear map X0 7→M[λ]X0. In this way, our monodromy representation has
been conjugated to a matricial monodromy representation π1(Ω,a)→ GLn(C), [λ] 7→M[λ]. Note
that, as usual, this is an anti-morphism of groups. Its image is the matricial monodromy group of
F at a with respect to the basis B . So let B ′ = BP be another basis, with P ∈GLn(C). The corre-
sponding monodromy matrices are defined by the relations B ′λ = B ′M′[λ], where M′[λ] ∈ GLn(C).
On the other hand:

B ′λ = (BP)λ = BλP = BM[λ]P = B ′P−1M[λ]P so that M′[λ] = P−1M[λ]P.

Therefore, changing the base yields a conjugated representation: the matricial monodromy groups
of F at a with respect to various bases are all conjugated as subgroups of GLn(C).

In the case of the sheaf of solutions of a differential system or equation, the “initial condition
map” FAz0 → Cn, X 7→ X(z0) or Faz0

→ Cn, f 7→ ( f (z0), . . . , f (n−1)(z0)) allows us to make a
canonical choice of a basis: indeed, we can use that one whose image by the initial condition
map is the canonical basis of Cn. For instance, in the case of systems, that means that B has as
elements the columns of the fundamental matricial solution such that X (z0) = In. However, this
natural choice is not always the best do describe the matricial monodromy group:

Example 7.5.10 Consider the equation z2 f ′′− z f ′+ f = 0⇔ f ′′− z−1 f ′+ z−2 f = 0 on Ω := C∗,
take the base point z0 := 1 and the usual fundamental loop λ such that I(0,λ) = +1. For the

obvious basis B := (z,z logz), one has Bλ = (z,z(logz+2iπ)) = BM[λ] with M[λ] =

(
1 2iπ
0 1

)
.

However, the basis which corresponds to the “canonical” initial conditions
(

1 0
0 1

)
is rather B ′ =

(z− z logz,z logz), that is BP with P :=
(

1 0
−1 1

)
. The corresponding monodromy matrix is

M′[λ] = P−1M[λ]P =

(
1−2iπ 2iπ
−2iπ 1+2iπ

)
. It is clearly easier to compute the matricial monodromy

group generated by M[λ] than the matricial monodromy group generated by M′[λ].

Exercice 7.5.11 Check that B ′λ = B ′M′[λ] in the example.

7.6 Holomorphic and meromorphic equivalences of systems

Gauge transformations and equivalence of systems. The basic idea here is that of change of
unknown function. Instead of studying (or trying to solve) the system X ′ = AX , we introduce
Y := FX , where F is an invertible matrix of functions. We then find that:

Y ′ = (FX)′ = F ′X +FX ′ = F ′X +FAX = (F ′+FA)F−1Y,

i.e. Y ′ = BY where B := F ′F−1 +FAF−1. Conversely, since F is invertible, one can see that, if
Y ′ = BY , then X := F−1Y satisfies X ′ = AX . The matrix F as well as the map X 7→ FX are called
a gauge transformation. Note that there is no corresponding notion for scalar equations.
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Definition 7.6.1 We shall write F [A] := F ′F−1 +FAF−1. If B = F [A], we shall write F : A ' B
or F : SA ' SB, or even4 F : A→ B or F : SA→ SB.
If F ∈ GLn(O(Ω)), we shall say that the systems SA and SB on Ω are holomorphically equivalent,
or holomorphically isomorphic, and we write A∼

h
B, or SA ∼

h
SB.

If F ∈GLn(M (Ω)), we shall say that the systems SA and SB on Ω are meromorphically equivalent,
or meromorphically isomorphic, and we write A∼

m
B, or SA ∼

m
SB.

Example 7.6.2 The relation A = F [0n] means that F is a fundamental matricial solution of SA.
Thus, A∼

h
0n, resp. A∼

m
0n, means that A admits a fundamental matricial solution that is holomor-

phic, resp. meromorphic on Ω.

Exercice 7.6.3 Give a necessary and sufficient condition for two rank one systems x′ = ax and
y′ = by to be holomorphically, resp. meromorphically equivalent.

Proposition 7.6.4 One has the following equalities: In[A] = A and G[F [A]] = (GF)[A]; and the
following logical equivalence: B = F [A]⇔ A = F−1[B].

Proof. - Easy computations, left to the reader ! �

Corollary 7.6.5 Holomorphic and meromorphic equivalences are indeed equivalence relations.

Remark 7.6.6 One can say that the group GLn(O(Ω)) operates on Matn(O(Ω)), but the similar
statement for GLn((Ω)) is not correct: the operation is partial, since F [A] could have poles.

The following result says that, in essence, one does not really generalize the theory by studying
systems rather than scalar differential equations.

Theorem 7.6.7 (Cyclic vector lemma) Every system SA is meromorphically equivalent to a sys-
tem coming from a scalar equation Ea, i.e. SAa .

Proof. - We want to find F ∈GLn(M (Ω)) such that F ′+FA = AaF for some functions a1, . . . ,an.
We shall actually find such an F with holomorphic coefficients. To ensure that F ∈ GLn(M (Ω)),
it will then be sufficient to ensure that (detF)(z0) 6= 0 at one arbitrary point z0 ∈Ω. Obviously, we
can as well assume that 0 ∈Ω and choose z0 := 0. Call L1, . . . ,Ln the lines of F . Then:

F ′+FA = AaF⇐⇒ L′1+L1A = L2, . . . ,L′n−1+Ln−1A = Ln and L′n+LnA =−(anL1+ · · ·+a1Ln).

Since a1, . . . ,an are not imposed, it is therefore enough to choose L1 holomorphic on Ω and such
that the sequence defined by Li+1 := L′i +LiA for i = 1, . . . ,n−1 produces a basis (L1, . . . ,Ln) of
M (Ω)n. (Such a vector L1 is called a cyclic vector, whence the name of the theorem.) To that end,
we shall simply require that det(L1, . . . ,Ln)(0) = 1.
Now, choose a fundamental matricial solution X at 0 such that X (0)= In. Putting Mi := LiX (recall
that these are line vectors), one sees that Li+1 := L′i +LiA⇔Mi+1 = M′i . Thus, we must choose
Mi := M(i−1)

1 for i = 2, . . . ,n. On the other hand, det(M1, . . . ,Mn)(0) = det(L1, . . . ,Ln)(0) since

4This is the notation for the more general notion of “morphism” (see remark at the end of the chapter), so in this
case we would say explicitly “the equivalence F : A→ B” or “the isomorphism F : A→ B”.
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detX (0) = 1. Therefore, we look for M1 such that det(M1, . . . ,M
(n−1)
1 )(0) = 1. This is very easy:

calling E1, . . . ,En the canonical basis of Cn, we could just take M1 = E1 + zE2 + · · ·+
zn−1

(n−1)!
En.

However, in that case, L1 := M1X−1 would not be holomorphic on the whole of Ω. Therefore we
truncate the vector M1X−1 (which is a power series at 0) in order to eliminate terms containing
zn. This does not change the condition on the first (n−1) derivatives at 0 of M1.
To summarize: L1 is the truncation of the line vector:(

E1 + zE2 + · · ·+
zn−1

(n−1)!
En

)
X−1

up to degree (n− 1); the line vectors L2, . . . ,Ln are defined by the recursive formulas Li+1 :=
L′i+LiA for i = 1, . . . ,n−1; the gauge ransformation matrix F has lines L2, . . . ,Ln; then F [A] = Aa

for some a. �

Remark 7.6.8 We cannot conclude that SA is holomorphically equivalent to SAa , because F is
holomorphic on Ω but F−1 might have poles if detF has zeroes. A more serious drawback of
the theorem is that the ai are meromorphic on Ω and not necessarily holomorphic. There is no
corresponding result that guarantees an equation with holomorphic coefficients.

The problem of finding cyclic vectors is a practical one and software dedicated to formal
treatment of differential equations uses more efficient algorithms than the one shown above, which
requires finding a fundamental matricial solution. Note however that taking for L1 a vector of
polynomials of degree (n−1) at random will yield a cyclic vector with probability 1 ! (Suggestion:
prove it.)

Example 7.6.9 Let A :=
(

a b
c d

)
, where a,b,c,d ∈ O(Ω). Take L1 := (1,0). Then L2 := L′1 +

L1A = (a,b), so that (L1,L2) is a basis except if b = 0, which is obviously an exceptionnal condi-
tion. In the same way, (0,1) is a cyclic vector, except if c = 0.

Exercice 7.6.10 Starting from an arbitrary system of rank 2, find an equivalent scalar equation.
(Method: by brute force it is not very difficult.)

Meromorphic equivalence and sheaves of solutions. We now describe more precisely the ef-
fect of a meromorphic gauge transformation on solutions. Let F : A' B be such a transformation.
Let X ∈ FA(U) be a solution of SA on U . Then, FX is a meromorphic solution of FB on U . But
we know from corollary 7.3.4 that then FX is analytic: FX ∈ FB(U). Thus, X 7→ FX is a linear
map FA(U)→ FB(U). For the same reason, Y 7→ F−1Y is a linear map FB(U)→ FA(U), and it is
the inverse of the previous one, so that they are isomorphisms.

Definition 7.6.11 An isomorphism φ : F → F ′ of sheaves of complex linear spaces on Ω is a
family (φU) indexed by the open subsets U of Ω, where each φU : F (U)→ F ′(U) is an isomor-
phism (of complex linear spaces) and where the family is compatible with the restriction maps in
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the following sense: if V ⊂U , then the following diagram is commutative:

F (U)
φU //

��

F ′(U)

��
F (V )

φV

// F ′(V )

(the vertical maps are the restriction maps).

Example 7.6.12 If A = Aa, the maps Fa(U)→ FA(U) defined in proposition 7.2.3 make up an
isomorphism of sheaves.

Theorem 7.6.13 The systems SA and SB are meromorphically equivalent if, and only if the sheaves
FA and FB are isomorphic.

Proof. - We just proved that SA ∼
h

SB implies FA ' FB. (The compatibility with restriction maps

was obviously satified.) Assume conversely that (φU) is an isomorphism from FA to FB. From the
compatibility with restriction maps, it follows that (φU) induces isomorphisms φz0 : FA,z0 → FB,z0

between the spaces of germs at an arbitrary z0 ∈ Ω. As a consequence, a fundamental matricial
solution X of SA at z0 has as an image a fundamental matricial solution Y := φz0(X ) of SB at z0.
Again from the compatibility conditions (and from the fact that FA, FB are local systems), it
follows that, along a path γ from z0 to z1, endowed with the usual small disks D0, . . . ,DN , the
successive continuations X0 := X , . . . ,XN and Y0 := Y , . . . ,YN satisfy: φDi(Xi) = Yi. In other
words, φz1(X γ) = Y γ. It is in particular true that, for any loop λ based at z0, one has φz0(X λ) = Y λ.
On the other hand, X λ = X M[λ] and Y λ = Y N[λ] (the monodromy matrices) and, by linearity of
φz0 , one has:

Y N[λ] = Y λ = φz0(X λ) = φz0(X M[λ]) = φz0(X )M[λ] = Y M[λ],

i.e. M[λ] = N[λ].
Now, if we set F := Y X−1 ∈ GLn(Mz0) (the meromorphic germs at z0), we see that:

Fλ = Y λ(X λ)−1 = (Y M[λ])(X M[λ])
−1 = Y X−1 = F.

As in the “galoisian” theorem 7.5.3, we conclude that F ∈ GLn(M (Ω)).
Last, from the facts that X ′ = AX and (FX )′ = B(FX ), it follows that F ′+FA = BF (we use the
fact that X is invertible). �

Note that it was made an essential use of monodromy considerations. The information carried
by the local systems FA, FB is clearly topological in nature.

Meromorphic equivalence and monodromy representations. Again consider a meromorphic
isomorphism F : A → B. Fix z0 ∈ Ω and fundamental matricial solutions X , Y of SA, SB at
z0. (We do not require that Y = FX .) The monodromy representations π1(Ω,z0)→ GL(FA,z0),
[λ] 7→M[λ] and π1(Ω,z0)→ GL(FB,z0), [λ] 7→ N[λ] are characterized by the relations X λ = X M[λ]

and Y λ = Y N[λ].

Since FX is an invertible matrix and a matricial solution of SB at z0 (because of the relation
F ′ = BF−FA), it can be written FX = Y P, where P∈GLn(C). Since F is globally defined on Ω,
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it is fixed by the monodromy: Fλ = F for any loop λ based at z0. The effect of λ on the equality
FX = Y P is (FX )λ = (Y P)λ, whence:

FλX λ =Y λPλ =⇒FX λ =Y λP=⇒FX M[λ] =Y N[λ]P=⇒Y PM[λ] =Y N[λ]P=⇒PM[λ] =N[λ]P.

Definition 7.6.14 Two linear representations G→
ρ

GL(E) and G→
ρ′

GL(E ′) are said to be equiv-

alent or conjugate or isomorphic if there exists an isomorphism p : E→ E ′ such that:

∀g ∈ G , ρ
′(g)◦ p = p◦ρ(g) i.e. ρ

′(g) = p◦ρ(g)◦ p−1.

Example 7.6.15 All the monodromy representations attached to SA at the point z0 are isomor-
phic. This includes the intrinsic representation π1(Ω,z0)→ GL(FA,z0) as well as all the matricial
representations arising from the choice of a basis of FA,z0 .

Theorem 7.6.16 Two systems are meromorphically equivalent if, and only if, their monodromy
representations at some arbitrary point are isomorphic.

Proof. - We have already proved that, if SA ∼
m

SB, then their monodromy representations at z0 are
conjugate.
So we assume conversely that these representations are conjugate, i.e. there exists P ∈ GLn(C)
such that, for all loops λ based at z0, one has PM[λ] = N[λ]P (where these monodromy matrices
come from X , Y and z0 chosen as before).
We then put F := Y PX−1. This is a meromorphic germ of invertible matrix and, since FX = Y P
is a matricial solution of SB, the usual computation implies F ′+FA = BF . On the other hand, the
effect of monodromy on F is as follows:

Fλ = (Y PX−1)λ = Y λPλ(X λ)−1 = Y N[λ]PM−1
[λ] X−1 = Y PX−1 = F.

Thus, by the usual “galoisian” argument, F is global: F ∈ GLn(M (Ω) and SA ∼
m

SB. �

Corollary 7.6.17 The monodromy group Mon(FA,z0) is trivial if, and only if the system FA ad-
mits a meromorphic fundamental matricial solution.

Proof. - Indeed, the second statement is equivalent to being meromorphically equivalent to 0n. �

Exercice 7.6.18 The construction of the monodromy representation really depends only on the
local system F (not the fact that it comes from a differential system). Prove that two local systems
are isomorphic (as sheaves) if, and only if, the attached monodromy representations are equivalent.

Remark 7.6.19 In all three definitions of isomorphism (meromorphic equivalence of differential
systems, isomorphism of sheaves, conjugacy of representations), one can relax the requirement
of bijectivity. One thereby obtains the notion of morphism (of differential systems, of sheaves,
of representations) and one proves more generally that (meromorphic) morphisms from SA to and
SB, morphisms from FA to FB and morphisms from the monodromy representation π1(Ω,z0)→
GL(FA,z0) to the monodromy representation π1(Ω,z0)→GL(FB,z0) correspond bijectively to each
other. See the book of Deligne.
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Chapter 8

Regular singular points and the local
Riemann-Hilbert correspondance

References for this chapter are chapter 8.3 of the book by Ahlfors (for a gentle introduction to the
problem); and the following, mostly about technical information on scalar differential equations:

• Birkhoff and Rota, “Ordinary differential equations”, chapter 9.

• Coddington and Levinson, “Theory of ordinary differential equations”, chapter 4 (4.5 to
4.8).

• Hille, “Ordinary differential equations in the complex domain”, chapter 5 (5.1 to 5.3).

• Ince, “Ordinary differential equations”, chapter 16.

The book by Ince, although somewhat old fashioned, is a great classic and rich in information.

8.1 Introduction and motivation

Many special functions discovered in mathematics and in physics since the XVIIIthcentury were
found to be solutions of linear differential equations with polynomial coefficients. This includes
the exponential and logarithm functions, the functions zα and the hypergeometric series, which
we shall study in detail in chapter 9. Note that this does not include the most famous Gamma,
Zeta and Theta functions: but these ones do satisfy other kinds of “functional equations” that also
proved useful in their study.

Exercice 8.1.1 Prove that 1/ log is not the solution of a linear differential equation with polyno-
mial coefficients.

We want to make a global study of such functions. It turned out (as experience in the domain
accumulated) that their global behaviour is extremely dependent on the singularities of the equa-
tion, that is the singularities of the coefficients ai when the equation is written in the form Ea.
So it is worth starting with a local study near the singularities. The most important features of a
solution near a singularity are:

1. Its monodromy. This says how far the solution is of being uniform. Solutions “ramify” and
for this reason singularities are sometimes called “branch points”.
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2. Its rate of growth (or decay), which maybe moderate or have the physical character of an
explosion.

That monodromy alone is not a sufficient feature to characterize solutions near a singularity
is shown by the following examples: z f ′− f = 0, z f ′+ f = 0 and z2 f ′+ f = 0. The first one
has z as a basis of solutions: the singularity is only apparent. The second one has 1/z as a basis
of solutions: the solutions have a simple pole. The third one has e1/z as a basis of solutions: the
solutions may have exponential growth or decay, or even spiralling, according to the direction in
approaching the singularity 0. Yet, in all three cases, the monodromy is trivial.

So the first step of the study (beyond ordinary points where Cauchy theorem applies) is the
case of a singularity where all solutions have moderate growth. For uniform solutions near 0,
this excludes e1/z (and actually all solutions having an essential singularity at 0) but includes
all meromorphic solutions, since the condition f (z) = O(z−N) (see the corollary of theorem 3.2.1)
means that they have polynomial growth as functions of 1/z. However, for “multivalued” solutions
(i.e. those with non trivial monodromy), the definition has to be adapted:

Example 8.1.2 The analytic continuation L of the log function along the infinite path γ(t) :=

e−t+iet2

, t ∈ R+, takes the value L(γ(t)) = −t + iet2
, so that |L(γ(t))| ≥ et2

, while |γ(t)| = e−t :
clearly the condition L(z) = O(z−N) is satisfied for no N along this path. (This example will be
detailed in section 8.2.)

Exercice 8.1.3 Find a similar example with a function zα.

So we shall give in section 8.2 a reasonable definition of moderate growth (one which would
not exclude the logarithm and zα functions). We shall then find that equations all of whose so-
lutions have moderate growth can be classified by their monodromy: this is the local Riemann-
Hilbert correspondance1. Of course, the equivalence relation used (through gauge transforma-
tions) must be adapted so as to take in account what goes on at 0: there will be a new definition of
meromorphic equivalence.

Conventions for this chapter. All systems and equations considered will have coefficients which

are holomorphic in some puntured disk Ḋ :=
◦
D(0,R) \ {0}, and which are meromorphic at 0; in

other words, they will be elements of the field M0 = C({z}) (meromorphic germs at 0). This
means that we consider only the singularity 0: other points will be treated in examples. (One can
always change variables so as to reduce the problem to this case.)

Definition 8.1.4 Let A,B∈Matn (C({z})). We say that A and B, or SA and SB are meromorphically
equivalent at 0 if there exists F ∈ GLn (C({z})) such that F [A] = B, i.e. F ′ = BF −FA. We then
write A∼ B or SA ∼ SB.

Note that, the zeroes and poles of a non trivial meromorphic function being isolated, A and B
are then holomorphically equivalent in some punctured neighborhood of 0.

Exercice 8.1.5 Are the equations z f ′− f = 0, z f ′+ f = 0 and z2 f ′+ f = 0 meromorphically
equivalent at 0 ?

1The global Riemann-Hilbert correspondance will be studied in chapters 9 and 10.
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8.2 The condition of moderate growth in sectors

To understand the condition we are going to use, let us examine more closely the example of the
logarithm in the previous section.

Example 8.2.1 Let γ(t) := e−t+iet2

, for t ≥ 0. Then γ(t) → 0 as t → +∞. This infinite path
starts at γ(0) = ei ∈ C \R−, the domain of the principal determination of the logarithm, and
logγ(t) =−t + iet2

as long as the path does not leave the domain, that is t <
√

lnπ.
To give a proper meaning to analytic continuation, we “thicken” the image curve (which is a spiral)
into a simply connected domain U ⊃ Imγ such that 0 ∈U . Let

V := {(t,u) ∈ R2 | t ≥ 0 and |u| ≤ argsh(πe−t2
)}.

The latter condition implies that:

(t,u1),(t,u2) ∈V ⇒
∣∣∣eu2+t2− eu1+t2

∣∣∣< 2π

and allows us to deduce that (t,u) 7→ e−t+iet2+u
is a homeomorphism from V to a “thick spiral”

U ⊃ Imγ (the latter curve being the image of the subset u = 0 of V ). Since V is simply connected,
V is also. Now, by a (by now) standard continuity argument, the determination of the logarithm on
the simply connected domain U which coincides with log on their common domain is given by the
formula L

(
e−t+iet2+u

)
=−t+ iet2+u; in particular, for t ∈R+, it takes the value L(γ(t)) =−t+ iet2

,

so that (as we already saw) |L(γ(t))| ≥ et2
, while |γ(t)|= e−t : clearly the condition L(z) = O(z−N)

is not satisfied in U for any N.

We now consider a punctured disk Ḋ :=
◦
D(0,R) \ {0} and an analytic germ f at some point

a ∈ Ḋ such that f admits analytic continuation along all pathes in Ḋ originating in a. (This will
be the case for solutions of linear differential equations.) The collection F of all germs obtained
from f in this way is called a multivalued function on Ḋ. For any open subset U ⊂ Ḋ, an analytic
function on U all of whose germs belong to the collection F is called a determination of F on U .
(Such a determination is therefore an element of O(U).) For simply connected domains, such de-
terminations always exist. For an arbitrary domain U , determinations subject to initial conditions
are unique, i.e. two determinations of F on U which take the same value w0 at some z0 ∈U are
equal. Clearly, one can linearly combine, multiply and derive multivalued functions: they form a
differential algebra containing O(Ḋ).

In the following definition, we shall use the following notation for open angular sectors with
vertex at 0; if 0 < b−a < 2π, then:

Sa,b := {reiθ | r > 0 and a < θ < b}.

Definition 8.2.2 We say that a multivalued function F on Ḋ has moderate growth in sectors if, for
any a,b ∈ R such that 0 < b−a < 2π and for any determination f of F on the simply connected
domain U := Ḋ∩Sa,b, there exists N ∈ N such that f (z) = O(z−N) as z→ 0 in U . (The exponent
N may depend on the sector and on the determination.)
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Note that restricting to a smaller punctured disk (with radius R′ < R) does not affect the condi-
tion (or its negation), so, in practice, we expect it to be true (or false) for some unspecified R and
do not usually mention the punctured disk Ḋ.

Example 8.2.3 Any determination of the logarithm on Ḋ∩Sa,b is such that L(reiθ) = lnr+ i(θ+
2k0π) for r > 0 and a < θ < b, where k0 is fixed. Thus |L(z)| ≤ |lnr|+C for some fixed C, so
that L(z) = O(1/z) for z→ 0 in U : the (multivalued) logarithm function has moderate growth in
sectors.

Exercice 8.2.4 Prove that zα has moderate growth in sectors while e1/z has not.

Basic and obvious properties. For all the following, proof is left as an (easy) exercice:

• Multivalued functions with moderate growth in sectors are closed under linear combinations
and multiplication: they form a C-algebra.

• The matricial function zA = exp(A logz), where A ∈Matn(C), has moderate growth in sec-
tors, meaning that all its coefficients have: this follows from the example, the exercice, and
the previous property.

• For a uniform function on Ḋ, the condition of moderate growth in sectors is equivalent to
being meromorphic after the corollary of theorem 3.2.1.

A non obvious property is that multivalued functions with moderate growth in sectors actually
form a differential C-algebra.

Lemma 8.2.5 If g is analytic and bounded in U ′ := Ḋ∩ Sa′,b′ , then, for any a,b ∈ R such that
a′ < a < b < b′, the function zg′ is bounded in U := Ḋ∩Sa,b.

Proof. - By elementary geometry, there exists a constant C > 0 such that:

∀z ∈ Sa,b , d(z,∂Sa′,b′)≥C |z| .

Now, assuming |g| ≤M on U and using Cauchy estimates (Ahlfors, chap 4, §2.3 p. 122), one gets:∣∣g′(z)∣∣≤ M
d(z,∂Sa′,b′)

=⇒
∣∣cg′(z)

∣∣≤ M
C
·

�

Theorem 8.2.6 If f has moderate growth in sectors on Ḋ, so has f ′.

Proof. - For a given sector Sa,b, fix a slightly bigger one Sa′,b′ with a′ < a < b < b′ such that
b′−a′ < 2π. Choose N such that g := zN f is bounded on Ḋ∩Sa′,b′ . Then zg′−Ng is bounded on
Ḋ∩Sa,b after the lemma, so f ′ = (zg′−Ng)z−N−1 = O(z−N−1) on Ḋ∩Sa,b. �

Exercice 8.2.7 Use trigonometry to compute the constant C in the lemma.
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8.3 Moderate growth condition for solutions of a system

Let A ∈Matn(C({z})) be holomorphic on the punctured disk Ḋ :=
◦
D(0,R)\{0}. Let X a funda-

mental matricial solution of the system SA at a∈ Ḋ. Then, if X has moderate growth in sectors, the
same is true for all fundamental matricial solutions of SA at any point of Ḋ (because thay can be
obtained from X by analytic continuation and multiplication by a constant matrix), and therefore
also for all (vector) solutions.

Definition 8.3.1 We say that SA has a regular singular point at 0, or that SA is regular singular at
0, if it has a fundamental matricial solution at some point with moderate growth in sectors.

The following properties are then obvious:

1. The system SA is regular singular at 0 if, and only if all its (vector) solutions at some point
have moderate growth in sectors.

2. If SA has a regular singular point at 0 and if A∼ B (meromorphic equivalence at 0), then SB

is regular singular at 0. Indeed, if B= F [A] with F ∈GLn(C({z})) and if X is a fundamental
matricial solution of SA, then FX is fundamental matricial solution of SB and it has moderate
growth in sectors.

Example 8.3.2 If A = z−1C with C ∈Matn(C), then zC is a fundamental matricial solution and it
has moderate growth in sectors, so 0 is a regular singular point for SA.

This example is in some sense “generic”:

Theorem 8.3.3 If the system X ′ = AX is regular singular at 0, then there is a matrix C ∈Matn(C)
such that A∼ z−1C.

Proof. - Let X a fundamental matricial solution at some point a ∈ Ḋ. The result of analytic con-
tinuation along the fundamental loop λ is X λ = X M for some invertible monodromy matrix M ∈
GLn(C). From section 4.4, we know that there exists a matrix C ∈Matn(C) such that e2iπC = M.
Let F := X z−C. Then Fλ = X λ(z−C)λ = X Me−2iπCz−C = X MM−1z−C = X z−C = F , that is, F is
uniform; but also X and z−C having moderate growth, so has F . Therefore, F ∈GLn(C({z})); and
of course F [z−1C] = A. �

Definition 8.3.4 We say that SA has a singularity of the first kind at 0, or that 0 is a singularity of
the first kind for SA, if A has at most a simple pole at 0, i.e. zA ∈Matn(C{z}). We also sometimes
say improperly for short that SA is of the first kind.

Examples 8.3.5 1. The rank one system z f ′ = α f is of the first kind.

2. If a1, . . . ,an have simple pole at 0 and if A := Aa, then SA has a singularity of the first kind
at 0.

3. Suppose p and q are holomorphic at 0. We vectorialize the equation f ′′+(p/z) f ′+(q/z2) f =

0 by putting X :=
(

f
z f ′

)
so that X ′ = AX with A = z−1

(
0 1
−q 1− p

)
: this is a system of

the first kind.
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Theorem 8.3.6 The system SA is regular singular at 0 if, and only if it is meromorphically equiv-
alent to a system having a singularity of the first kind at 0.

Proof. - The previous theorem shows a stronger version of one implication. For the converse
implication, it will be enough to construct a fundamental matricial solution for a system having
a singularity of the first kind at 0, and to prove that this solution has moderate growth in sectors.
This will be done in the next section (theorem 8.4.1). �

The main difficulty in using this theorem is that it is not easy to see if a given system is
meromorphically equivalent to one of the first kind.

8.4 Resolution and monodromy of regular singular systems

The following result and method of resolution are, in essence, due to Fuchs and Frobenius.

Theorem 8.4.1 The system X ′ = z−1AX , A ∈Matn(C{z}), has a fundamental matricial solution
of the form X = FzC, F ∈ GLn(C({z})) and C ∈Matn(C).

Proof. - This amounts to say that F is a meromorphic gauge transformation from z−1C to z−1A,
i.e. zF ′ = AF−FC. This “simplification” of A into a constant matrix C = F−1AF− zF−1F ′ will
be achieved in two main steps.

Elimination of resonancies. Resonancies2 are here occurrences of pairs of distinct eigenval-
ues λ 6= µ ∈ Sp(A(0)) such that µ− λ ∈ N. The second step of the resolution of our system
(using a Birkhoff gauge transformation) will require that there be no resonancies, so we begin
by eliminating them. To do that, we alternate constant gauge transformations (with matrix in
GLn(C)) and “shearing” gauge transformations: these are transformations with diagonal matrices
Sk,l := Diag(z, . . . ,z,1, . . . ,1) (k times z and l times 1).

We begin by triangularizing A(0) ∈ Matn(C). Note that if P ∈ GLn, then P′ = 0 and the
gauge transformation P[A] = PAP−1 is just a conjugation; also, we then have P[A](0) = PA(0)P−1,
which we can choose to be upper triangular. Assume that there are resonancies and choose λ 6=
µ ∈ Sp(A(0)) such that m := µ− λ ∈ N∗ is as big as possible. We can choose P such that the
eigenvalue µ is in the top left block of PA(0)P−1:

A′ := PAP−1 =

(
a b
c d

)
, where a(0) ∈Matk(C),Sp(a(0)) = {µ};

b(0) = 0k,l; c(0) = 0l,k; d(0) ∈Matl(C),µ 6∈ Sp(d(0)).

We now apply the shearing gauge transformation Sk,l to A′ and get:

A′′ := Sk,l[A′] =
(

a− Ik z−1b
zc d

)
,

so that A′′(0) has the same eigenvalues as A(0), except that all µ have been transformed to µ−1 =
λ+m−1: the total quantity of resonancies has strictly decreased. Iterating the process, we get rid
of all resonancies.

2The name is due to a similar situation in the study of periodic differential equations.
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Birkhoff gauge transformation. A Birkhoff gauge transformation has matrix F = In+zF1+ · · ·
(it can be formal or convergent).

Proposition 8.4.2 If A ∈Matn(C[[z]]) has no resonancies, then there is a unique formal Birkhoff
gauge transformation F such that F−1AF− zF−1F ′ = A(0).

Proof. - The condition F = In + zF1 + · · · , i.e. F(0) = In, implies that F is invertible, so that the
relation F−1AF− zF−1F ′ = A(0) is equivalent to zF ′ = AF−FA(0). Writing A = A0 + zA1 + · · · ,
this equivalent to F0 = In and, for k ≥ 1:

kFk = A0Fk + · · ·+AkF0−FkA0⇐⇒ Fk(A0 + kIn)−A0Fk = A1Fk−1 + · · ·+AkF0.

Note that, by the assumption of non resonancy, the matrices A0 + kIn and A0 have no common
eigenvalue for k ≥ 1. Using the following lemma, we conclude that the Fk are unique and can be
recursively calulated using the following formula:

Fk := Φ
−1
A0,A0+kIn

(A1Fk−1 + · · ·+AkF0).

�

Lemma 8.4.3 Let P∈Matn(C) and Q∈Matp(C) and define the linear map ΦP,Q(X) := XQ−PX
from Matn,p(C) into itself. Then, the eigenvalues of ΦP,Q are the µ− λ, where λ ∈ Sp(P) and
µ ∈ Sp(Q). In particular, if P and Q have no common eigenvalue, then ΦP,Q is bijective.

Proof. - If P and Q each are in triangular form, then ΦP,Q is triangular in the canonical basis of
Matn,p(C) put in the right order. In general, if P and P′ are conjugate and Q and Q′ are conjugate,
then ΦP,Q and ΦP′,Q′ are conjugate. �

Proposition 8.4.4 In the previous proposition, if A moreover converges: A ∈Matn(C{z}), then
the Birkhoff gauge transformation also converges: F ∈ GLn(C{z}).

Proof. - We use very basic functional analysis (normed vector spaces). When k grows, ΦA0,A0+kIn ∼
kId in End(Matn,p(C)), so for an adequate norm:

∣∣∣∣∣∣|Φ−1
A0,A0+kIn

∣∣∣|∣∣∣ ∼ 1/k. Therefore, there is a
constant D > 0 such that:

|||Fk||| ≤ (D/k)
k−1

∑
i=0
|||Ak−i||| |||Fi||| .

Also, by hypothesis of convergence, there exists C,R > 0 such that
∣∣∣∣|A j

∣∣|∣∣ ≤ CR− j. Putting

gk := Rk |||Fk|||, one sees that gk ≤ (CD/k)
k−1
∑

i=0
gi. Now, increasing C or D, we can clearly assume

that CD≥ 1 and an easy induction gives gk ≤ (CD)k, whence |||Fk||| ≤ (CD/R)k. �

This ends the proof of theorem 8.4.1. �

Corollary 8.4.5 If we choose as a fundamental matricial solution X := FzC as constructed in the
theorem, we find the monodromy matrix:

M[λ] = X−1X λ = z−CF−1FzCe2iπC = e2iπC.
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Exercice 8.4.6 Fill in the details in the proof of the lemma.

The local Riemann-Hilbert correspondance. Remember that we saw in definition 7.6.14 when
two linear representations are equivalent. In the case of the group π1(C∗,a), a linear representation
is completely characterized by the image M ∈ GLn(C) of the standard generator (the homotopy
class of the fundamental loop λ); and the representations characterized by M,N ∈ GLn(C) are
equivalent if, and only if, the matrices M and N are conjugate, i.e. N = PMP−1, P ∈ GLn(C).
When we apply these general facts to the monodromy representation of a particular system, we
identify π1(C∗,a) with π1(Ḋ,a).

Theorem 8.4.7 Associating to a regular singular system X ′ = z−1AX , A ∈ Matn(C{z}) one of
its monodromy representations ρ : π1(C∗,a)→ GL(Fa) yields a bijection between meromorphic
equivalence classes of regular singular systems on the one hand and isomorphism classes of linear
representations of the fundamental group on the other hand.

Proof. - Suppose A,B ∈Matn(C{z}) define equivalent systems: z−1A ∼ z−1B, and let F the cor-
responding gauge transformation. Then, if X , Y respectively are fundamental matricial solutions
for these two systems, one has FX = Y P for some P ∈ GLn(C) and their respective monodromy
matrices M := X−1X λ and N := Y −1Y λ satisfy the relation:

N = (FX P−1)−1(FX P−1)λ = PX−1F−1(FX λP−1) = PMP−1.

Therefore, the mapping from classes of systems to classes of representations mentioned in the
theorem is well defined.
Conversely, if we are given A and B, the fundamental matricial solutions X , Y , the monodromy
matrices M := X−1X λ and N := Y −1Y λ and a conjugating matrix P ∈ GLn(C) such that N =
PMP−1, setting F := Y PX−1, we see first that:

Fλ = Y λP(X λ)−1 = Y NPM−1X−1 = Y PX−1 = F,

that is, F is uniform; and since the systems are regular singular, so that X , Y have moderate
growth in sectors, so has F which is therefore a meromorphic gauge transformation relating the
two systems. Thus the mapping from classes of systems to classes of representations mentioned
in the theorem is injective.
Last, since any M ∈ GLn(C) can be written e2iπC, we know from the corollary to the previous
theorem that the above mapping from classes of systems to classes of representations is surjective.
�

Exercice 8.4.8 In the proof of injectivity above, check rigorously that F has moderate growth in
sectors.

8.5 Moderate growth condition for solutions of an equation

We now look for a condition on the functions ai(z) ensuring that the scalar equation Ea has a basis
of solutions at some point a ∈ Ḋ having moderate growth in sectors. Of course, in this case, every
basis at every point has moderate growth, and all solutions have moderate growth.
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Definition 8.5.1 We say that Ea has a regular singular point at 0, or that Ea is regular singular at
0, if it has a basis of solutions at some point with moderate growth in sectors.

Examples 8.5.2 (i) If all ai have a simple pole at 0, then the system with matrix Aa is of the first
kind, hence it is regular singular, and Ea is too.

(ii) If p has a simple pole and q a double pole, then vectorializing with
(

f
z f ′

)
yields a system of

the first kind, so that f ′′+ p f ′+q f = 0 is regular singular at 0.

The last example suggests that we should use the differential operator δ := z
d
dz

(which is

sometimes called “Euler differential operator”) instead of the differential operator D :=
d
dz
· Both

are “derivations”, which means that they are C-linear and satisfy “Leibniz rule”:

D( f g) = f D(g)+D( f )g,

δ( f g) = f δ(g)+δ( f )g.

Both operate at will on C(z), on C{z}, on C({z}) and even on C[[z]] and C((z)). We are going to
do some elementary differential algebra with them.

The operator δ = zD is the compositum of operator D : f 7→ D f and of operator z : f 7→ z f .
This composision is not commutative: the operator Dz sends f to D(z f ) = f + zD( f ), so that one
can write: Dz = zD+1, where 1 denotes the identity operator f 7→ 1. f = f .

Exercice 8.5.3 Show that for all k, l ∈ N, Dkzl is a linear combination of operators ziD j.

Lemma 8.5.4 (i) One has the equality: zkDk = δ(δ−1) · · ·(δ− k+1).
(ii) For k ≥ 2, the operator δk is equal to zkDk+ a linear combination of zD, . . . ,zk−1Dk−1.

Proof. - (i) can be proved easily by induction, but it is simpler to look at the effect of both
sides acting on zm, m ∈ Z. Clearly, δ(zm) = mzm, so that, for any polynomial P ∈ C[X ], one
has P(δ)(zm) = P(m)zm (these are the classical rules about polyomials in endomorphisms and
eigenvectors). On the other hand, we know that Dk(zm) =m · · ·(m−k+1)zm−k, so that zkDk(zm) =
m · · ·(m− k+1)zm.
(ii) We now have a triangular system of relations that we can solve recursively:

zD = δ,

z2D2 = δ2−δ,

z3D3 = δ3−3δ2 +2δ,

. . . . . . . . . . . . . . . . . . . .

=⇒


δ = zD,

δ2 = z2D2 + zD,

δ3 = z3D3 +3z2D2 + zD,

. . . . . . . . . . . . . . . . . . . . . .

�

Using these relations, we can transform a differential equation f (n)+ b1 f (n−1)+ · · ·bn f = 0
into one involving δ in the following way: rewrite the equation in the more symbolic form (Dn +
b1Dn−1 + · · ·+bn) f = 0; then multiply at left by zn and replace znDi by zn−i(ziDi) = zn−iδ · · ·(δ−
i+1). The process can be reversed.
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Proposition 8.5.5 Assume zn(Dn +b1Dn−1 + · · ·+bn) = δn +a1δn−1 + · · ·+an. Then:(
v0(b1)≥−1, . . . ,v0(bn)≥−n

)
⇐⇒ a1, . . . ,an ∈ C{z}.

Proof. - Call T the triangular matrix such that (1,zD, . . . ,znDn) = (1,δ, . . . ,δn)T . According to the
lemma above, its coefficients are in C and its diagonal coefficients are all equal to 1. Then, setting
a0,b0 := 1: an

...
a0

= T

bnzn

...
b0

 .

which shows that the ai are linear combinations with constant coefficients of the bizi, and con-
versely. �

The following criterion shows that, contrary to the case of systems, it is very easy to check if
all the solutions of an equation have moderate growth at 0. This is a justification for the utility of
cyclic vectors.

Theorem 8.5.6 (Fuchs criterion) The equivalent equations f (n)+b1 f (n−1)+· · ·bn f = 0 and δn f +
a1δn−1 f + · · ·+ an f = 0 are regular singular at 0 if, and only if, v0(bi) ≥ −i for i = 1, . . . ,n; or
equivalently: a1, . . . ,an ∈ C{z}.

Proof. - It follows from the proposition above that the two criteria stated are indeed equivalent.

Suppose they are verified. Then the system obtained by the vectorialisation X :=


f

δ f
...

δn−1 f

 has

the matrix z−1Aa, so it is of the first kind and thus regular singular; so the equation is also regular
singular.
Conversely assume that the equation is regular singular. If n = 1, the equation can be seen as a
system f ′ = −b1 f of rank 1 and we apply the criterion for systems: there exists a meromorphic
non zero u such that u[−b1] =−b1 +u′/u has a simple pole at 0. But u′/u itself has a simple pole
at 0, so b1 also has, which is the desired conclusion. The proof for the general cas n ≥ 2 will be
by induction and it will require several steps.

Step 1. So we suppose that n ≥ 2, that a1, . . . ,an ∈ C({z}) and that all the solutions of the
equation δn f +a1δn−1 f + · · ·+an f = 0 have moderate growth.

Lemma 8.5.7 The equation has at least one solution of the form f = uzα, where α ∈ C and u =
1+u1z+ · · · ∈ C{z}.

Proof. - Let ( f1, . . . , fn) be a fundamental system of solutions at some point and M ∈ GLn(C)
the matrix of its monodromy along the fundamental loop λ, i.e. ( f λ

1 , . . . , f λ
n ) = ( f1, . . . , fn)M. We

triangularize M: there is P ∈ GLn(C) such that M = PT P−1 and T is upper triangular; call β its
first diagonal coefficient. Since M is invertible, so is T and β 6= 0, so that we can write β = e2iπα

for some α ∈ C. Then (g1, . . . ,gn) := ( f1, . . . , fn)P is a fundamental system of solutions and

(gλ
1, . . . ,g

λ
n) = ( f λ

1 , . . . , f λ
n )P = ( f1, . . . , fn)MP = (g1, . . . ,gn)P−1MP = (g1, . . . ,gn)T,
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which implies in particular that gλ
1 = βg1. Thus, g1z−α is uniform and has moderate growth (by

the assumption of regularity), so it is a meromorphic function czmu with u as indicated in the state-
ment of the lemma. Then, changing α to α+m, we find that g1 is a solution af the form required. �

Step 2. We this have a particular solution of the form f0 = uzα as above and we look for the
equation the solutions of which are the f/zα, where f is a solution of δn f +a1δn−1 f + · · ·+an f =
0. This a change of unknown function. So we put f = zαg, and, noticing that δ.zα = zα.(δ+α),
we obtain:

δ
n(zαg)+a1δ

n−1(zαg)+ · · ·+an(zαg) = zα
(
(δ+α)ng+a1(δ+α)n−1g+ · · ·+ang

)
,

whence a new equation δng+b1δn−1g+ · · ·+bng = 0, where the ai,bi are related by the formula:

Xn +b1Xn−1 + · · ·+bn = (X +α)n +a1(X +α)n−1 + · · ·+an.

In particular, the ai are holomorphic if, and only if, the bi are. And of course, since f = zαg has
moderate growth if, and only if, g has moderate growth, we see that the equation δn f +a1δn−1 f +
· · ·+ an f = 0 is regular singular if, and only if, the equation δng+ b1δn−1g+ · · ·+ bng = 0 is.
Therefore, we are led to prove the theorem for the latter equation. But we know that this one has
a particular solution u = 1+u1z+ · · · ∈ C{z}.

Exercice 8.5.8 Is f = zαg a gauge transformation in the sense of section 7.6 ?

Step 3. We are now going to operate a euclidean division of polynomials, but in a non commu-
tative setting !

Lemma 8.5.9 Let v ∈ C({z}). Then every differential operator δm + p1δm−1 + · · ·+ pm with
p1, . . . , pm ∈ C({z}) can be written in the form (δm−1 + q1δm−2 + · · ·+ qm−1)(δ− v)+w, where
w,q1, . . . ,qm−1 ∈ C({z}).

Proof. - We note first that δi − δi−1(δ− v) is a sum of terms r jδ
j, j = 0, . . . , i− 1, with all

r j ∈ C({z}). From this we deduce by induction that the theorem is true for each differential
operator δi. Then we get the conclusion by linear combination. �

Now we apply the lemma with v := δ(u)/u and get:

δ
n +b1δ

n−1 + · · ·+bn = (δn−1 + c1δ
n−2 + · · ·+ cn−1)(δ− v)+w.

Applying this to u, and noting that (δ− v)u = δ(u)− vu = 0, we get wu = 0 so that w = 0. There-
fore, we have the equality:

δ
n +b1δ

n−1 + · · ·+bn = (δn−1 + c1δ
n−2 + · · ·+ cn−1)(δ− v).
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Step 4. Now we will apply the induction hypothesis to the new operator. We note that, if
g1, . . . ,gn are a basis of solutions of the equation δng+b1δn−1g+ · · ·+bng = 0, then the hi := (δ−
v)gi are solutions of δn−1h+c1δn−2h+ · · ·+cn−1h = 0, and, of course, they have moderate growth
(since the gi and v have). We choose the basis such that gn = u. Then h1, . . . ,hn−1 are linearly
independant. Indeed, if λ1h1 + · · ·+λn−1hn−1 = 0, then the function g := λ1g1 + · · ·+λn−1gn−1
satisfies δ(g) = vg; but since v = δ(u)/u, this implies δ(g/u) = 0, whence λ1g1+ · · ·+λn−1gn−1 =
λgn, which is only possible if all λi = 0. Therefore, h1, . . . ,hn−1 are a basis of solutions of
δn−1h+ c1δn−2h+ · · ·+ cn−1h = 0 and, since they have moderate growth, this is a regular sin-
gular equation. By the inductive hypothesis of the theorem, all ci ∈ C{z}. But then, from
δn + b1δn−1 + · · ·+ bn = (δn−1 + c1δn−2 + · · ·+ cn−1)(δ− v) and the fact that v ∈ C{z}, we con-
clude that all bi ∈ C{z}, which ends the induction step. �

8.6 Resolution and monodromy of regular singular equations

We shall only present the basic cases and examples. The general case is rather complicated be-
cause of resonancies, which anyway are exceptional. For the complete algorithms (mostly due to
Fuchs and Frobenius), see the references given at the beginning of the chapter.

We start with equation δn f +a1δn−1 f + · · ·+an f = 0, which we assume to be regular singular
at 0, i.e. a1, . . . ,an ∈ C{z}. As we saw in the proof of theorem 8.5.6, there certainly is a solution
of the form f = zαu, α ∈C, u = 1+u1z+ · · · ∈C{z}. Actually, it even follows from the argument
given there that, if the monodromy is semi-simple, there is a whole basis of solutions of this form.
From the relation we had proved: δzα = zα(δ+α), we draw the equation:

(δ+α)nu+a1(δ+α)n−1u+ · · ·+anu = δ
nu+b1δ

n−1u+ · · ·+bnu = 0,

where, setting P(X) := Xn + a1Xn−1 + · · ·+ an and Q(X) := Xn + b1Xn−1 + · · ·+ bn, we have
Q(X) = P(X +α). Now In the equation Q(δ)(u) = 0, all terms are multiple of z and thus vanish at
0, except maybe bnu, so that: bn(0)u(0) = 0. But u(0) = 1, so that bn(0) = 0, whence the indicial
equation:

α
n +a1(0)αn−1 + · · ·+an(0) = 0.

This is a necessary condition for α to be a possible exponent. It can be proved that, if α is a
non resonant root of this equation, that is no α+ k, k ∈ N∗, is a root, then the condition is also
sufficient. We only prove a slightly weaker result.

Theorem 8.6.1 If the indicial equation has n distinct and non resonant roots α1, . . . ,αn (so that
αi−α j 6∈ Z for i 6= j), then there is a fundamental system of solutions of the form fi = zα

i ui,
ui ∈ C{z}, ui(0) = 1.

Proof. - The matrix of the corresponding system is A := Aa and the characteristic polynomial
of the companion matrix A(0) is the one defining the indicial equation: therefore, by assump-
tion, A(0) is non resonant in the sense of section 8.4. So the system has a fundamental ma-
tricial solution FzA(0), where F is a Birkhoff matrix. Since A(0) is semi-simple, we can write
A(0) = PDiag(α1, . . . ,αn)P−1 and conclude that FPDiag(zα1 , . . . ,zαn) is another fundamental ma-
tricial solution. Its first line gives the fundamental system of solutions of the required form. �
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From there on, we only study examples !

Example 8.6.2 We consider δ2 f − δ f = 0. The indicial equation is α2−α = 0, whence two
roots 0 and 1. In this case both roots yield solutions, because 1 and z are indeed solutions (and a
fundamental system of solutions since their wronskian is 1).

Actually, the system obtained by vectorialisation has constant matrix A :=
(

0 1
0 1

)
and A2 = A, so

that we easily compute zA =

(
1 z−1
0 z

)
, whence the fundamental system of solutions (1,z−1).

Example 8.6.3 We consider δ2 f −δ f −z f = 0. The indicial equation is again α2−α= 0, whence
two roots 0 and 1. In this case there is a problem. Indeed, looking for a power series solution
∑

n≥0
fnzn, we find the equivalent relations (n2−n) fn− fn−1 = 0. This implies that f0 = 0, f1 is free

and can be taken equal to 1, and the other coefficients are recursively computed: fn =
1

n!(n−1)!
for n≥ 1. This has the required form for α = 1, a non resonant root, but the resonant root 0 gave
nothing.

To see why, we vectorialize the equation: here, A :=
(

0 1
−z 1

)
. But A(0) has roots 0 and 1, it is

resonant and we must transform it before solving (since it is not constant, computing zA would not

make any sense). The shearing transform
(

1 0
0 z

)
gives B := F [A] =

(
0 z
−1 0

)
. But now, B(0) is

non resonant but nilpotent and zB(0) contains a logarithm, so the fundamental matricial solutions
of B and A also do.

Example 8.6.4 Consider the divergent series f := ∑
n≥1

(n− 1)!zn (Euler series3). It satisfies the

non homogeneous first order equation f = z+ zδ f , that is, (1− zδ) f = z. Since z = δz, the series
f is solution of (1−δ)(1− zδ) f = 0, that is zδ2 f −δ f + f = 0, an irregular equation.

Example 8.6.5 Bessel equation is z2 f ′′+ z f ′+(z2−α2) f . It is regular (i.e. it has only ordinary
points) in C∗ an it has a regular singular point at 0. With the Euler differential operator, the
equation becomes δ2 f +(z2−α2) f = 0. The indicial equation is (using by necessity the letter x
for the unknown) x2−α2, which has roots±α. We assume that 2α 6∈Z, so that both exponents give
rise to a solution. For instance, putting f = zαg gives rise to the equation (δ+α)2g+(z2−α2)g =
0, i.e. δ2g+2αδg+ z2g = 0. We look for g in the form g = g0 +g1z+ · · · , with g0 = 1. This gives
for all n≥ 0 the relation: (n2+2αn)gn+gn−2 = 0 (with the natural convention that g−1 = g−2 = 0)
so that g1, and then all gn with odd index n are 0. For even indexes, setting hn := g2n we find

h0 = 1 and hn =
−1

4n(n+α)
hn−1 for n ≥ 1, whence hn =

(−1/4)n

n!(α+1) · · ·α+n)
· In the end, we get

the solution:

f (z) = zα
∑
n≥0

(−1/4)n

n!(α+1) · · ·(α+n)
z2n.

3For a very interesting account of the importance of this series, see the monograph “Séries divergentes et théories
asymptotiques” of Jean-Pierre Ramis.
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It is customary to consider a constant multiple of this solution, the Bessel function:

Jα(z) := (z/2)α
∑
n≥0

(−1)n

n!Γ(n+α+1)
(z/2)2n.

Here, the Gamma function4 Γ is an analytic function on C \ (−N), which satisfies the functional
equation Γ(z+1) = zΓ(z), from which one draws immediately that Γ(n+α+1) = (α+1) · · ·(α+
n)Γ(α+1) and then that f (z) = 2αΓ(α+1)Jα(z).

Exercice 8.6.6 What can be said of Bessel equation when 2α ∈ Z ? In all cases, how does it
behave at infinity ?

Example 8.6.7 The Airy function is defined, for real x, by Ai(x) :=
1
π

+∞∫
0

cos(t3/3+ xt)dt. It is

not difficult to prove that it is well defined and satisfies the differential equation Ai′′(x) = xAi(x).
So we decide to study the complex differential equation f ′′ = x f . It is regular on C, from which
one deduces that it has a fundamental system of uniform solutions in C, so that The Airy function
can be extended to an entire function. To study it at infinity, we set w := 1/z and g(w) := f (z) =
f (1/w), so that g′(w) = −w−2 f ′(1/w) and g′′(w) = w−4 f ′′(1/w)+ 2w−3 f ′(1/w). We end with
the differential equation: g′′+ 2w−1g′−w−5g = 0, which is irregular at w = 0. Actually, the
asymptotic behaviour of the Airy function at infinity was the origin of the discovery by Stokes of
the so-called “Stokes phenomenon” (see the book of Ramis already quoted).

Example 8.6.8 Put (α)n = α(α+ 1) · · ·(α+ n− 1) =
Γ(α+n)

Γ(α)
(using the Gamma function in-

troduced above). For instance, (1)n = n!. The hypergeometric series of Euler-Gauss is defined
as:

F(α,β,γ;z) := ∑
n≥0

(α)n(β)n

n!(γ)n
zn.

We consider α,β,γ as parameters and z as the variable, so we will here write for short F(z) instead
of F(α,β,γ;z). We must assume that γ 6∈ −N for this series to be defined. We also assume that
α,β 6∈ −N, so that it is not a polynomial. Then the radius of convergence is 1. The coefficients

fn :=
(α)n(β)n

n!(γ)n
satisfy the recursive relation (n+1)(n+ γ) fn+1 = (n+α)(n+β) fn. We multiply

both sides by zn+1 and sum for all n ≥ 0. Recalling that δ(∑ fnzn) = ∑n fnzn and δ2(∑ fnzn) =

∑n2 fnzn, we obtain the equality:

δ(δ+ γ−1)F = z(δ+α)(δ+β)F,

from which follows the differential equation:

(1− z)δ2F +(γ−1− (α+β)z)δF−αβzF = 0.

This equation is regular singular at 0. The indicial equation is x2 +(γ− 1)x = 0. If we assume
that γ 6∈ Z, we find that there is as fundamental basis made up of a power series with constant term
1 (this is F(z)) and of a solution z1−γG(z), where G is a power series with constant term 1. The
study of the hypergeometric equation will be continued in the next chapter.

Exercice 8.6.9 Show that G is itself a hypergeometric series with different parameters.

4More will be said on the Gamma function in the next chapter.
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Chapter 9

Hypergeometric series and equations

For all complements about this chapter, the following books are warmly recommended:

• Anosov and Bolibrukh, “The Riemann-Hilbert problem”;

• Iwasaki, Kimura, Shimomura and Yoshida, “From Gauss to Painlevé” (abreviated GP in the
text);

• Whittaker and Watson, “A course of modern analysis” (abreviated WW in the text);

• Yoshida, “Fuchsian differential equations”.

9.1 Fuchsian equations and systems

Fuchsian systems.

Definition 9.1.1 A fuchsian system is a meromorphic differential system on S which has only
singularities of the first kind.

First we look at the meromorphy condition. The system X ′ = AX is meromorphic on C if
A∈Matn(M (C)). At infinity, we put w := 1/z and Y (w) :=X(z) so that Y ′(w)=B(w)Y (w), where
B(w) =−w−2A(w−1). Thus, X ′ = AX is meromorphic at infinity if −w−2A(w−1) is meromorphic
at w = 0, that is if A is meromorphic at infinity. The condition is therefore A ∈ Matn(M (S)),
i.e. A ∈Matn(C(z)) according to theorem 7.1.7. Next we look at the condition on singularities.
The rational matrix A has a finite number of poles on C, and they must be simple poles. Call
them a1, . . . ,am (of course it is possible that m = 0). Then by standard properties of rational

functions, one can write A=
m
∑

k=1

1
z−ak

Ak+C, where C has polynomial coefficients. Then, we want

B(w) =−w−2A(w−1) to have a simple pole at w= 0. But B(w) =
m
∑

k=1

−1
w(1−akw)

Ak−w−2C(w−1),

and so we want w−2C(w−1) to have a simple pole at w = 0, which is only possible if C = 0. We
have proved:

Proposition 9.1.2 Fuchsian systems have the form X ′=
(

m
∑

k=1

Ak

z−ak

)
X , where the Ak ∈Matn(C).

�
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The monodromy group of a fuchsian system. Using the local coordinate v := z−ak, the sys-
tem above has the form vdX/dv = (Ak + multiples of v)X . If we suppose that Ak is non resonant,
there is a fundamental matricial solution Xk = Fk(z−ak)

Ak , where Fk is a Birkhoff matrix. The lo-
cal monodromy (i.e. calculated along a small positive fundamental loop around ak) relative to this

basis therefore has matrix e2iπAk . In the same way, at infinity, wB(w) =−
m
∑

k=1
Ak + multiples of w,

so, if
m
∑

k=1
Ak is non resonant, the local monodromy relative to that basis has matrix e

−2iπ
m
∑

k=1
Ak

.

However, it is difficult to describe the global monodromy from these local data, because all
these matrices are relative to different bases. If one fixes a basis, then one will have to use conju-
gates of the monodromy matrices computed above; and the conjugating matrices are not easy to
find.

Example 9.1.3 If m = 2, assuming nonresonancy, we have matrices A1, A2 and A∞ = −A1−A2.
If one fixes a base point a, three small loops λ1,λ2,λ∞ based at a and each turning once around
one of the singular points, then there is a relation, for instance λ∞ ∼ λ1λ2. If one moreover fixes
a basis B of solutions at a, then there are monodromy matrices M1,M2,M∞ such that Bλ1 = BM1,
Bλ2 = BM2 and Bλ∞ = BM∞. Then, on the one hand, M∞ = M2M1. On the other hand, M1
is conjugate to e2iπA1 , M2 is conjugate to e2iπA2 , and M∞ is conjugate to e2iπA∞ : these are not
equalities and the conjugating matrices are different.

Exception: the abelian cases. If the monodromy group is abelian, the problem of conjugacy
disappears. There are a few cases where abelianity is guaranteed. First, if m = 0, the system is
X ′ = 0 which has trivial monodromy. If m = 1, since the fundamental group of S \ {a1,∞} =
C\{a1} is isomorphic to Z, the monodromy group is generated by e2iπA1 (local monodromy at a1)
and e−2iπA1 . In the same way, if m = 2 but there is no singularity at infinity, then A1 +A2 = 0, the
local monodromies at a1 and a2 are respectively generated by e2iπA1 and e2iπA2 = e−2iπA1 and the
global monodromy is generated by either matrix.

Exercice 9.1.4 Explain topologically why we obtain inverse monodromy matrices in the last two
cases .

If m = 2 and there is a singularity at infinity, or if m ≥ 3, the fundamental group of S \
{a1, . . . ,am,∞} is far from being commutative (it is the so-called “free group on m generators”).
But, if n= 1, the linear group GL1(C) =C∗ is commutative, so the monodromy group is also com-

mutative. This is the case of a scalar equation f ′ =
(

m
∑

k=1

αk

z−ak

)
f . Then, without any resonancy

condition, the global monodromy group is generated by the e2iπαk , k = 1, . . . ,m (thus a subgroup
of C∗).

In summary, the first non trivial (non abelian) case will be for m = 2, with a singularity at
infinity, and n = 2. We shall describe it at the end of this section.

Fuchsian equations. We shall rather study the monodromy representation for scalar equations
of order n = 2.
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Definition 9.1.5 A scalar differential equation is said to be fuchsian if it is meromorphic on S and
has only regular singularities.

A similar argument to that given for systems shows that a meromorphic equation on S must
have rational coefficients. However, the condition to be fuchsian is a bit more complicated. We
shall just need the case n = 2 (see the exercice); the general case is desribed in the references given
at the beginning of chapter 8.

Exercice 9.1.6 Show that Fuchsian equations of the second order have the form f ′′+ p f ′+q f = 0

where p =
m
∑

k=1

pk

z−ak
, the pk ∈ C, and where q =

m
∑

k=1

(
qk

(z−ak)2 +
rk

z−ak

)
, the qk,rk ∈ C and

m
∑

k=1
rk = 0.

It can be proved moreover that, when n = 2, m = 2 and there is a singularity at infinity, then
all fuchsian equations are reducible to the “hypergeometric equations” that we are going to study
in this chapter: see the book GP.

Exercice 9.1.7 Show that if the equation has exactly three singularities on S, then using changes
of variable 1/z and z+ c, one may always assume that the singularities are at 0,1,∞.

The first non abelian case In summary, the first non trivial (non abelian) case will be for
m = 2, with a singularity at infinity, and n = 2. As we said, we can take the two points a1,a2
to be 0,1. Therefore, the monodromy representation will be an anti-morphism of groups from
π1(S\{0,1,∞},a) to GL2(C).

The fundamental group is here a free group on two generators. Once chosen a base point
a ∈ S\{0,1,∞}, a small loop λ0 turning positively once around 0 and a small loop λ1 turning pos-
itively once around 1 (both based at a), the group is freely generated by the homotopy classes of

these loops. We shall choose a := 1/2 and the loops λ0(t) :=
1
2

e2iπt , λ1(t) := 1− 1
2

e2iπt , t ∈ [0,1].

A representation of π1(S\{0,1,∞},1/2) in GL2(C) is therefore entirely characterized by the
matrices M0,M1 ∈ GL2(C) which are the respective images of the homotopy classes [λ0], [λ1].
Moreover, the generators [λ0], [λ1] being free, the matrices M0,M1 may be chosen at will.

The description of the monodromy representation requires the choice of a basis B of solutions
at 1/2. Then, the effect of monodromy is encoded in matrices M0,M1,M∞ ∈ GL2(C) such that
Bλ0 = BM0, Bλ1 = BM1 and Bλ∞ = BM∞, where some loop λ∞ has been chosen. However, there
must be a relation btetween the homotopy classes [λ0], [λ1], [λ∞] and therefore a corresponding
relation between the monodromy matrices M0,M1,M∞. We shall take λ∞ := (λ0.λ1)

−1, whence
the relation: M∞M1M0 = I2 (remember we have an anti-morphism).

9.2 The hypergeometric series

Definition 9.2.1 The Pochhammer symbols are defined, for α ∈ C and n ∈ N, by the formula:

(α)0 := 1 and, if n≥ 1 , (α)n := α(α+1) · · ·(α+n−1).
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The hypergeometric series of Euler-Gauss with parameters α,β,γ ∈ C is the power series:

F(α,β,γ;z) := ∑
n≥0

(α)n(β)n

n!(γ)n
zn = ∑

n≥0

(α)n(β)n

(1)n(γ)n
zn.

We must of course require that γ 6∈ −N so that the denominators do not vanish. We shall also
require that α,β 6∈ −N so that the series is not a polynomial. Last, for reasons that will appear in
the next section (to avoid resonancies), we shall require that γ,α−β,γ−α−β 6∈ Z. (The study is
possible in these degenerate cases, see the book GP or the book WW).

The coefficients fn :=
(α)n(β)n

n!(γ)n
satisfy the relation fn+1/ fn = (n+α)(n+β)/(n+1)(n+ γ).

Since the right hand side of this equality tends to 1 when n→ +∞, the radius of convergence of
the hypergeometric series is 1.

Example 9.2.2 From the obvious formula (α)n = (−1)nn!
(−α

n

)
, we draw that F(α,β,β;z) = (1−

z)−α (the generalized binomial series).

Exercice 9.2.3 Show that log 1+z
1−z = 2zF(1/2,1,3/2;z2) and that arcsinz = zF(1/2,1/2,3/2;z2).

About the Gamma function. The hypergeometric series is related in many ways to the Gamma
function of Euler. (On the Gamma function, see the book WW, or most books of complex analy-
sis.) For Rez > 0, one can show that the integral:

Γ(z) :=
∫ +∞

0
e−ttz−1 dt

is well defined and that the function Γ is analytic on the right half plane. Moreover, integra-
tion by parts gives the functional equation Γ(z+ 1) = zΓ(z). This allows one to extend Γ to the

whole complex plane by putting: Γ(z) :=
1

(z)n
Γ(z+n), where n ∈N is chosen big enough to have

Re(z+n) > 0. The extended function is holomorphic on C\ (−N) and has simple poles on −N.
It still satisfies the functional equation Γ(z+1) = zΓ(z), whencee Γ(z+n) = (z)nΓ(z).

The hypergeometric series can be written:

F(α,β,γ;z) :=
Γ(γ)

Γ(α)Γ(β) ∑
n≥0

Γ(n+α)Γ(n+β)

Γ(n+1)Γ(n+ γ)
zn.

Here are some special values related to the Gamma function:

Γ(1) =
∫ +∞

0
e−t dt = 1,

Γ(n) = (n−1)! for n ∈ N∗,

Γ(1/2) =
∫ +∞

−∞

e−t2
dt =

√
π,

Γ
′(1) =−γ,

where γ := lim
n→+∞

(1+ 1/2+ · · ·+ 1/n− lnn) is “Euler-Mascheroni constant”, a very mysterious

number. We shall use other formulas related to the Gamma function in section 9.5.
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9.3 The hypergeometric equation

We saw in the previous section that the coefficients fn =
(α)n(β)n

n!(γ)n
of F(α,β,γ;z) satisfy the rela-

tion fn+1/ fn = (n+α)(n+β)/(n+ 1)(n+ γ). From this, recalling that δ(∑ fnzn) = ∑n fnzn and
that δ2(∑ fnzn) = ∑n2 fnzn, we start with (n+1)(n+ γ) fn+1 = (n+α)(n+β) fn and calculate:

∑
n≥0

(n+1)(n+ γ) fn+1zn+1 = ∑
n≥0

(n+α)(n+β) fnzn+1

=⇒ ∑
n≥0

(n+1)2 fn+1zn+1 + ∑
n≥0

(γ−1)(n+1) fn+1zn+1 = z

(
∑
n≥0

n2 fnzn + ∑
n≥0

(α+β)n fnzn + ∑
n≥0

αβ fnzn

)
=⇒ (δ2 +(γ−1)δ)F(α,β,γ;z) = z(δ2 +(α+β)δ+αβ)F(α,β,γ;z),

that is, the hypergeometric series F(α,β,γ;z) is solution of the hypergeometric differential equa-
tion with parameters α,β,γ:

HGα,β,γ : (1− z)δ2F +((γ−1)− (α+β)z)δF−αβzF = 0.

We shall also need the form using the standard differential operator D := d/dz instead of δ. Re-
placing δ by zD and δ2 by z2D2+zD and then dividing by z, we get the other form of the equation:

HG′
α,β,γ : z(1− z)D2F +(γ− (α+β+1)z)DF−αβF = 0.

After the exercice of previous section, it should be fuchsian. It is actually obvious that equation
HGα,β,γ is meromorphic on S, that its only singularities in C are 0 and 1 and that they are regular
singularities. We shall verify that ∞ is also a regular singularity. We shall also look for the local
solutions at singularities, applying the method of Fuchs-Frobenius that we saw in section 8.6. In
order to describe the local monodromies, we shall use the base point 1/2 and the loops described
at the end of section 9.1.

Study at 0. We use the first form HGα,β,γ. The indicial equation is x2 +(γ− 1)x = 0 and the
two exponents 0, 1− γ are non resonant since we assumed that γ 6∈ Z. Therefore, there is a unique
power series solution with constant term 1: it is clearly the hypergeometric series F(α,β,γ;z)
itself; and a unique solution z1−γG, where G is a power series solution with constant term 1. To
find G, remember that δ.z1−γ = z1−γ.(δ+1− γ), so G is solution of the equation:

(1− z)(δ+1− γ)2G+((γ−1)− (α+β)z)(δ+1− γ)G−αβzG = 0.

Expanding and simplifying, we find:

(1− z)δ2G+((1− γ)− (α+β+2−2γ)z)δG− (α+1− γ)(β+1− γ)zG = 0.

This is just the hypergeometric equation HGα+1−γ,β+1−γ,2−γ. Its parameters α+1−γ,β+1−γ,2−
γ satisfy the same nonresonancy condition as α,β,γ, so that G = F(α+1− γ,β+1− γ,2− γ;z).

Proposition 9.3.1 A basis of solutions near 0 is:

B0 :=
(
F(α,β,γ;z),z1−γF(α+1− γ,β+1− γ,2− γ;z)

)
.
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Corollary 9.3.2 The monodromy matrix along the loop λ0 relative to the basis B0 is M0 :=(
1 0
0 e−2iπγ

)
.

Exercice 9.3.3 Describe the two solutions when β = γ.

Study at 1. We must use a local coordinate, that vanishes at z= 1. We take v := 1−z. Therefore,
if F(z) = G(v), then F ′(z) = −G′(v) and F ′′(z) = G′′(v). In symbolic notation, Dv = −Dz and
D2

v = D2
z . The second form HG′

α,β,γ gives for G(v) the equation:

v(1− v)D2
vG+((α+β+1− γ)− (α+β+1)v)DvG−αβG = 0.

We recognize the hypergeometric equation HG′
α,β,α+β+1−γ

with parameters α,β,α+ β+ 1− γ.
Again for these new parameters, the non resonancy conditions are met. We conclude:

Proposition 9.3.4 A basis of solutions near 1 is:

B1 :=
(

F(α,β,α+β+1− γ;1− z),(1− z)γ−α−βF(γ−β,γ−α,γ+1−α−β;1− z)
)
.

�

Corollary 9.3.5 The monodromy matrix along the loop λ1 relative to the basis B1 is M1 :=(
1 0
0 e2iπ(γ−α−β)

)
.

Study at ∞. We use the coordinate w = 1/z. If F(z) = G(w), then zF ′(z) = −wG′(w) which
we write symbolically δw = −δz. Likewise, δ2

w = δ2
z . The equation HGα,β,γ gives for G(w) the

equation:

(1− 1
w
)δ2

wG−((γ−1)− α+β

w
)δwG− αβ

w
G= 0⇐⇒ (1−w)δ2

wG−((α+β)−(γ−1)w)δwG+αβG= 0.

This is not an hypergeometric equation (miracles are not permanent !) but it is regular singular,
with indicial equation x2 − (α + β)x + αβ = 0. The exponents are α and β and they are non
resonant. There fore there are solutions of the form wαH1 and wβH2, with H1 and H2 two power
series with constant term 1, and they form a basis. To compute a solution wαH, we apply the rule
δw.wα = wα(δw +α), whence the equation:

(1−w)(δw+α)2H−((α+β)−(γ−1)w)(δw+α)H+αβH = 0⇐⇒ (1−w)δ2
wH+((α−β)−(2α−γ+1)w)δwH−α(α−γ+1)wH = 0.

We recognize the hypergeometric equation HGα,α−γ+1,α−β+1 with coefficients α,α− γ+ 1,α−
β+1 and no resonancy, so H = F(α,α− γ+1,α−β+1;w). The calculation for a solution of the
form zβH is symmetric and we conclude:
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Proposition 9.3.6 A basis of solutions near ∞ is:

B∞ :=
(
(1/z)αF(α,α− γ+1,α−β+1;1/z),(1/z)βF(β,β− γ+1,β−α+1;1/z)

)
.

�

To define the local monodromy at ∞, we consider the loop λ∞ : t 7→

Corollary 9.3.7 The monodromy matrix along the loop λ∞ relative to the basis B∞ is M∞ :=(
e2iπα 0

0 e2iπβ

)
.

9.4 Global monodromy according to Riemann

By elementary but genial considerations, Riemann succeeded in finding explicit generators of the
monodromy group of the hypergeometric equation, but relative to a non explicit basis. Starting
from the bases B0, B1 and B∞ found above, he considered transformed bases C0, C1 and C∞ whose
elements are constant multiples of those of B0, B1 and B∞ but with unspecified coefficients. For
instance:

C0 =
(

p0F(α,β,γ;z),q0z1−γF(α+1− γ,β+1− γ,2− γ;z)
)
= B0D0, where D0 =

(
p0 0
0 q0

)
,

p0,q0 ∈ C∗ being unspecified, and similarly for C1 and C∞.

We shall consider all functions as defined in the cut plane:

Ω := S\ ([∞,0]∪ [1,∞]) = C\ (]−∞,0]∪ [1,+∞[) .

This is a simply connected set, so indeed all three bases of germs B0, B1 and B∞ extend to bases
of the solution space F (Ω). (We use the principal determinations of all zµ and (1− z)ν.)

The connection formulas are the linear formulas relating the various bases of this space. We
write them for C0 = (F0,G0), C1 = (F1,G1) and C∞ = (F∞,G∞) in the following form:

F0 = a1F1 +b1G1 = a∞F∞ +b∞G∞,

G0 = c1F1 +d1G1 = c∞F∞ +d∞G∞.

In matricial terms:

C0 = C1P1 = C∞P∞, where P1 =

(
a1 c1
b1 d1

)
and P∞ =

(
a∞ c∞

b∞ d∞

)
.

The local monodromies were previously found relatively to the bases B0, B1 and B∞:

Bλ0
0 = B0M0, with M0 =

(
1 0
0 e−2iπγ

)
,

Bλ1
1 = B1M1, with M1 =

(
1 0
0 e2iπ(γ−α−β)

)
,

Bλ∞

∞ = B∞M∞, with M∞ =

(
e2iπα 0

0 e2iπβ

)
.
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All these bases are bases of eigenvectors of the corresponding monodromy matrices. This comes
essentially from the fact that matrix D0 relating B0 to C0 commutes with M0, and similarly at 1
and ∞. Therefore, we also have the local monodromies relative to the bases C0, C1 and C∞:

C λ0
0 = C0M0, C λ1

1 = C1M1, and C λ∞

∞ = C∞M∞.

If we can determine P1 and P∞, then we will be able to describe the monodromy group relative to
C0. Indeed, we already know that C λ0

0 = C0M0, and also:

C λ1
0 = (C1P1)

λ1 = C λ1
1 P1 = C1M1P1 = C0(P−1

1 M1P1),

C λ∞

0 = (C∞P∞)
λ∞ = C λ∞

∞ P∞ = C∞M∞P∞ = C0(P−1
∞ M∞P∞).

Therefore, the monodromy group relative to C0 will be generated by M0, P−1
1 M1P1 and P−1

∞ M∞P∞.
Moreover, from the relation λ∞ = (λ0.λ1)

−1, we draw:

(P−1
∞ M∞P∞)(P−1

1 M1P1)M0 = I2.

In the next section, we shall find an explicit connection matrix relating the explicit bases B0 and
B∞. Here, we only find connection matrices for the non explicit bases C0, C1 and C∞. The conse-
quence is that one cannot compute the monodromy for a given solution, because we cannot express
it in those bases !

Calculation of the connection formulas. We perform analytic continuation along the loop λ1 =
λ
−1
0 λ−1

∞ , applied to the connection formula. For instance, in the first connection formula:

F0 = a1F1 +b1G1 = a∞F∞ +b∞G∞,

the middle expression a1F1 + b1G1 is transformed into a1F1 + b1e2iπ(γ−α−β)G1 along λ1. On the
other hand, F0 = a∞F∞ + b∞G∞ is left invariant along λ

−1
0 , then transformed into a∞e−2iπαF∞ +

b∞e−2iπβG∞ along λ−1
∞ . We eventually get the “new formula”:

a1F1 +b1e2iπ(γ−α−β)G1 = a∞e−2iπαF∞ +b∞e−2iπβG∞.

In the same way, starting from the second connection formula:

G0 = c1F1 +d1G1 = c∞F∞ +d∞G∞,

and noticing that G0 is multiplied by e2iπγ along λ
−1
0 , we get the “new formula”:

c1F1 +d1e2iπ(γ−α−β)G1 = e2iπγ

(
c∞e−2iπαF∞ +d∞e−2iπβG∞

)
.

Now we take some arbitrary σ ∈ C. It will be specialized later to particular values. For each of
the two pairs of formulas above (original connection formula and deduced “new formula”), we
compute eσiπ times the original formula minus e−σiπ times the new formula. Taking in account the
general equality:

eσiπ− e−σiπ× e2τiπ = 2isin(σ− τ)πeτiπ,

91



we end up with the two following relations:

a1 sinσπF1 +b1 sin(σ− (γ−α−β))πe(γ−α−β)iπG1 = a∞ sin(σ+α)πe−αiπF∞ +b∞ sin(σ+β)πe−βiπG∞,

c1 sinσπF1 +d1 sin(σ− (γ−α−β))πe(γ−α−β)iπG1 = c∞ sin(σ+α− γ)π e−(α−γ)iπF∞ +d∞ sin(σ+β− γ)π e−(β−γ)iπG∞.

If we take σ := γ−α−β in each of these two equalities, we find:

a1 sin(γ−α−β)π F1 = a∞ sin(γ−β)π e−αiπF∞ +b∞ sin(γ−α)π e−βiπF∞,

c1 sin(γ−α−β)π F1 = c∞ sin(−β)π e−(α−γ)iπF∞ +d∞ sin(−α)π e−(β−γ)iπF∞.

Likewise, if we take σ := 0 in the same two equalities, we find:

−b1 sin(γ−α−β)π e(γ−α−β)iπ G1 = a∞ sinαπ e−αiπF∞ +b∞ sinβπ e−βiπF∞,

−d1 sin(γ−α−β)π e(γ−α−β)iπ G1 = c∞ sin(α− γ)π e−(α−γ)iπF∞ +d∞ sin(β− γ)π e−(β−γ)iπF∞.

Now we make one more special assumption:
All the connection coefficients a1,b1,c1,d1,a∞,b∞,c∞,d∞ are supposed to be non zero. This is of
course “generically”; the opposite “degenerate” case will be discussed in the last paragraph of this
section.

We then have above two expressions of F1 in the basis C∞, and the same for G1. Identifying,
we get:

a1

c1
=

a∞

c∞

sin(γ−β)π e−αiπ

sin(−β)π e−(α−γ)iπ =
b∞

d∞ sin(−α)π e−(β−γ)iπ ,

b1

d1
=

a∞

c∞

sinαπ e−αiπ

sin(α− γ)π e−(α−γ)iπ =
b∞

d∞

sinβπ e−βiπ

sin(β− γ)π e−(β−γ)iπ ·

Now we remember that all the basis elements F0,G0,F1,G1,F∞,G∞ are defined up to an arbi-
trary constant factor. This means that we can fix arbitrarily a1,b1,c1,d1 and one of the four other
coefficients. Among the various possibilities, this was the choice of Riemann in his paper on the
hypergeometrical functions:

P1 =
1

sin(γ−α−β)π

(
sin(γ−α)π e−γiπ sinβπ

sinαπ e−(α+β)iπ sin(γ−β)π e(γ−α−β)iπ

)
,

P∞ =
1

sin(β−α)π

(
sin(γ−α)π sin(β− γ)π
−sinαπ sinβπ

)
.

Theorem 9.4.1 The monodromy group of HGα,β,γ expressed in an adequate basis is generated by
the matrices M0, P−1

1 M1P1 and P−1
∞ M∞P∞. These generators obey the relation:

(P−1
∞ M∞P∞)(P−1

1 M1P1)M0 = I2.

�

Exercice 9.4.2 (i) By inspection, verify that the sum of the six exponents (two at each singularity)
is an integer.
(ii) Prove this a priori by a monodromy argument.
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The meaning of the non degeneracy condition on the connection coefficients. If one of the
connection coefficients a1,b1,c1,d1,a∞,b∞,c∞,d∞ is 0, that means that there is an element of
B0 which is at the same time (up to a non zero constant factor) element of B1 or B∞. Such a
function is an eigenvector for the monodromy along λ0 and at the same time along λ1 or λ∞,
and therefore an eigenvector for all the monodromy. On the side of the monodromy represen-
tation π1(S \ {0,1,∞})→ GL(F (Ω)), this means that there is a subspace (here the line gener-
ated by the eigenvector) which is neither {0} nor F (Ω) and which is stable under the linear
action of the monodromy group. Such a representation is said to be reducible1. On the side of
the equation HGα,β,γ, we have a solution f such that f λ0 = e2iπµ0 f , where µ0 ∈ {0,1− γ} and
f λ1 = e2iπµ1 f , where µ1 ∈ {0,γ−α− β}. Then f = zµ0(1− z)µ1g where g is at the same time
uniform and of moderate growth at all singularities, whence meromorphic on S, whence rational.

Then v :=
D f

f
=

Dg
g

+
µ0

z
+

µ1

1− z
is itself rational. Dividing the hypergeometrical operator by

D−v (the same kind of non commutative euclidian division that we performed in the third step of
the proof of theorem 8.5.6), we get an equality:

D2 +
γ− (α+β+1)z

z(1− z)
D− αβ

z(1− z)
= (D−u)(D− v),

with u,v ∈ C(z): that is, the hypergeometrical differential operator is reducible over C(z).

9.5 Global monodromy using Barnes connection formulas

Here, we give the results with incomplete explanations and no justification at all, because thay
require some more analysis that we are prepared for. See the books WW and GP for details. The
main tool is Barnes integral representation of the hypergeometric series:

F(α,β,γ;z) =
1

2iπ
Γ(γ)

Γ(α)Γ(β)

∫
C

Γ(α+ s)Γ(β+ s)Γ(−s)
Γ(γ+ s)

(−z)s ds.

The line of integration C is the vertical imaginary line, followed from −i∞ to +i∞, with the
following deviations: there must be a detour at the left to avoid −1+N; and there must be two
detours at the right to avoid−α−N and−β−N. Using this integral representation, Barnes proved
the following connection formulas, from which the monodromy is immediately deduced:

F(α,β,γ;z) =
Γ(γ)Γ(β−α)

Γ(β)Γ(γ−α)
(−z)−αF(α,α− γ+1,α−β+1;1/z)

+
Γ(γ)Γ(α−β)

Γ(α)Γ(γ−β)
(−z)−βF(β,β− γ+1,β−α+1;1/z).

Theorem 9.5.1 (i) One has B0 =B∞P, where P=

e−iπα
Γ(γ)Γ(β−α)

Γ(β)Γ(γ−α)
e−iπα′ Γ(γ

′)Γ(β′−α′)

Γ(β′)Γ(γ′−α′)

e−iπβ
Γ(γ)Γ(α−β)

Γ(α)Γ(γ−β)
e−iπβ′ Γ(γ

′)Γ(α′−β′)

Γ(α′)Γ(γ′−β′)

.

Here, we set α′ := α− γ+1, β′ := β− γ+1 and γ′ := 2− γ.
(ii) The monodromy group relative to basis B0 is generated by M0 and P−1M∞P.

�

1A complete discussion of this case can be found in the books quoted at the beginning of the chapter.
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Chapter 10

The global Riemann-Hilbert
correspondance

10.1 The correspondance

Fix a1, . . . ,am ∈ C and set Σ := {a1, . . . ,am,∞}; also choose a ∈ Ω := S \Σ. Then, to each sys-
tem X ′ = AX holomorphic on Ω is attached a well defined monodromy representation π1(Ω;a)→
GL(FA,a). Up to a choice of a fundamental matricial solution of SA at a, we also get a matricial
representation π1(Ω;a)→ GLn(C), but this one is only defined up to conjugacy.

We shall restrict to systems which are regular singular at each point of Σ. To abreviate, we
shall call them RS systems (not specifying Σ, which is fixed for the whole chapter). In particular,
for a RS system, A must be meromorphic on the whole of S, thus rational: A ∈Matn(C(z)). If X
is a fundamental matricial solution of SA at a, then it defines a multivalued invertible matrix which
has moderate growth in sectors in the neighborhood of every point of Σ. As a consequence:

Lemma 10.1.1 If F : A→ B is a meromorphic equivalence on Ω between two RS systems, then
it is a rational equivalence: F ∈ GLn(C(z)).

Proof. - Let X ,Y be fundamental matricial solutions for A,B. Then FX = Y P with P ∈ GLn(C)
and F = Y PX−1 is uniform and has moderate growth near points of Σ, so that it is meromorphic
at those points, thus on the whole of S and therefore rational. �

We are going to consider rational equivalence of RS systems. We proved in section 7.6 (under
much more general assumptions) that two equivalent systems have conjugate monodromy repre-
sentations. Therefore, we have a well defined mapping:

{rational equivalence classes of RS systems}−→{conjugacy classes of linear representations of π1(Ω;a)}

This is the Riemann-Hilbert correspondance in its most general form.

Proposition 10.1.2 The above mapping is injective.

Proof. - Suppose the RS systems with matrices A and B give rise to conjugate monodromy rep-
resentations. We must show that they are rationally equivalent. We choose fundamental systems
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X and Y and write Mλ,Nλ the monodromy matrices, so that X λ = X Mλ and Y λ = Y Nλ for each
loop λ in Ω based at a. The assumption is that there exists P ∈ GLn(C) such that PMλ = NλP for
all λ. We put F := Y PX−1. Then F is uniform:

Fλ = Y λP(X λ)−1 = Y NλPM−1
λ

X−1 = Y PX−1 = F.

It is meromorphic on Ω and has moderate growth near points of Σ, therefore it is meromorphic on
S, thus rational. Last, from FX = Y P one concludes as usual that F [A] = B. �

10.2 The twenty-first problem of Hilbert

At the International Congress of Mathematicians held in 1900 in Paris, Hilbert stated 23 prob-
lems meant to inspire mathematicians for the new century. (And so he did: see the two volumes
book “Mathematical developments arising from Hilbert problems” edited by the AMS.) In the
twenty-first problem, he asked “to show that there always exists a linear differential equation of
the fuchsian class with given singular points and monodromy group”. The problem admits var-
ious interpretations (systems or equations ? of the first kind or regular singular ? with apparent
singularities or only true singularities ?), see the books by Anosov-Bolibruch, Deligne, Yoshida
and the book GP as well as the above quoted book on Hilbert problems. Some variants have a
positive answer, some have a negative or conditional answer. We are going to sketch a proof of
the following:

Theorem 10.2.1 Any representation π1(Ω;a)→GLn(C) can be realized (up to conjugacy) as the
monodromy representation of a system SA which is of the first kind at a1, . . . ,am and which is
regular singular at ∞.

Corollary 10.2.2 The mapping defined in the previous section (Riemann-Hilbert correspondance)
is bijective.

Remark 10.2.3 As a consequence, RS differential systems can be classified by purely algebraic
objects, the representations of the fundamental group (of which the algebraic description is per-
fectly known). Note however that in the simplest non trivial case, that is m = n = 2, we already
get a complicated problem, that of classifying the linear two dimensional representations of a free
group on two generators. Generally speaking, the case m = 2, n arbitrary, is not well understood.
See for instance the paper by Deligne “Le groupe fondamental de la droite projective moins trois
points”.

Exercice 10.2.4 We consider the following equivalence relation on pairs of matrices of GLn(C):

(M,N)∼ (M′,N′)⇐⇒∃P ∈ GLn(C) : M′ = PMP−1 and N′ = PNP−1.

(i) What is the relevance to the above remark ?
(ii) Try to find a classification similar to that for matrices (such as Jordan form, or invariant factors).

The proof of the theorem will proceed in two main steps: on C, then at infinity.
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First step: Resolution on C. Up to a rotation, we may assume that all Re(ak) are distinct; and
up to reindexing, that Re(a1)< · · ·< Re(am). Up to conjugacy of the monodromy representation,
we can also change the base point and assume that Re(a) < Re(a1). We then define closed rect-
angles R1, . . . ,Rm with vertical and horizontal sides, all having the same vertical coordinates and
such that: a belongs to none of the Rk; each ak belongs to the interior of Rk and belongs to no Rl
with l 6= k; any two consecutive rectangles overlap, i.e. they have common interior points.

We consider the prescribed monodromy representation as defined through monodromy matri-
ces M1, . . . ,Mm, each Mk corresponding to a small positive loop in C around ak (and around no
other al). We first solve the problem separately in a neighborhood of each rectangle by using the
local theory of chapter 8: this defines for each k a matrix Ak of the first kind and a fundamental
matricial solution Xk having prescribed monodromy matrix Mk.

Suppose the problem has been solved on a neighborhood of the rectangle R′ := R1∪ ·· ·∪Rk,
where k < m. Call A′ and X ′ the corresponding system (of the first kind) and fundamental matrix
solution (with monodromy matrices M1, . . . ,Mk). Then X ′ and Xk+1 are analytic and uniform on
some simply connected neighborhood of the rectangle R′ ∩Rk+1. According to Cartan lemma
stated herebelow, there exist analytic invertible matrices H ′ on a neighborhood of R′ and Hk+1 on
a neighborhood of Rk+1 such that H ′X ′ = Hk+1Xk+1 on a neighborhood of R′∩Rk+1. This implies
that H ′[A′] = Hk+1[Ak+1] on the same neighborhood, and so that they can be glued into a matrix of
the first kind A′′ on a neighborhood of R′′ := R′∪Rk+1, having as fundamental solution the glueing
X ′′ of H ′X ′ and of Hk+1Xk+1, which has monodromy matrices M1, . . . ,Mk+1. Iterating, we solve
the problem in a neighborhood of the rectangle R1∪·· ·∪Rm.

Theorem 10.2.5 (Cartan’s lemma) Let K′ := [a1,a3] + i [b1,b2] and K′′ := [a2,a4] + i [b1,b2],
where a1 < a2 < a3 < a4 and b1 < b2, so that K := K′ ∩K′′ = [a2,a3] + i [b1,b2]. Let F be an
invertible analytic matrix in a neighborhood of K. Then there exist an invertible analytic matrix
F ′ in a neighborhood of K′ and an invertible analytic matrix F ′′ in a neighborhood of K′′ such that
F = F ′F ′′ on a neighborhood of K.

For a proof, see Gunning and Rossi, “Analytic functions of several complex variables”.

Second step: Taking in account ∞. The problem has now been solved on a neighborhood U0 of
a rectangle R containing a1, . . . ,am. Up to a translation, we can assume that this rectangle contains
0. There is an anlytic contour C ⊂U0 containing R; this means a simple closed curve t 7→ C(t)
defined by the restriction to [0,1] of an analytic function. (For the existence of such a contour, see
the chapters of the books by Ahlfors, Cartan and Rudin devoted to Riemann mapping theorem.)
We call A0 the matrix of the first kind that solves the problem on U0 and X0 a corresponding fun-
damental matricial solution, having monodromy matrices M1, . . . ,Mm.

We also solve the problem locally at infinity on a neighborhood U∞ of ∞, with a matrix A∞

of the first kind and a fundamental matricial solution X∞ having as monodromy matrix M∞ :=
(M1 · · ·Mm)

−1.

Now, by Jordan theorem, S\C has two connected components each homeomorphic to a disk.
(See Dieudonné, “Éléments d’analyse, t I” for a proof.) We call D0 the connected component con-
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taining 0 and D∞ the connected component containing ∞. Then U0 is a neighborhood of D0. There
is a neighborhood U∞ of D∞ such that X0 and X∞ are analytic and invertible on the neighborhood
U0∩U∞ of C. Now, X0 and X∞ are multivalued, but they have the same monodromy along C, so
that M := X∞X−1

0 is uniform in a neighborhood of C. We conclude from Birkhoff’s preliminary
theorem, stated herebelow, that there exist a neighborhood V0 of D0, a neighborhood V∞ of D∞, an
analytic invertible matrix M0 on V0, an analytic matrix M∞ on V∞ which is invertible on V∞ \{∞}
(but maybe not at ∞) such that M0X0 = M∞X∞ on V0 ∩V∞. Glueing M0[A0] and M∞[A∞], we get
the desired system with matrix A. Note that, since we are not sure that M∞ is invertible at ∞, we
cannot guarantee that A is of the first kind at ∞.

Theorem 10.2.6 (Preliminary theorem of Birkhoff) With C,D0,D∞ as above, suppose we have
an invertible analytic matrix M in a neighborhood of C. Then there exist a neighborhood V0 of D0,
a neighborhood V∞ of D∞, an analytic invertible matrix M0 on V0, an analytic matrix M∞ on V∞

which is invertible on V∞ \{∞} (but maybe not at ∞) such that M0 = M∞M on V0∩V∞.

For a direct proof (without the theory of vector bundles, but using some functional analysis)
see Birkhoff, “The generalized Riemann problem for linear differential equations and the allied
problems for linear difference and q-difference equations”, American Acad. Proc. 49, 521-568;
Amer. Math. Soc. Bull. (2) 19, 508-509 (1913).
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Part III

Differential Galois theory

98



Chapter 11

Local differential Galois theory

The most characteristic feature of the monodromy action is that it preserves algebraic and differen-
tial relations. We ara going to axiomatize this fact and study the group of transformations having
that property.

In this chapter and the following, we perform the local study. Therefore, equations and systems
will have coefficients in the field K := C({z}) of germs of meromorphic functions at 0. This field,
equipped with the derivation D := d/dz, is a differential field. Note that we can (and sometimes
will) use equivalently the derivation δ := zd/dz.

Remark 11.0.7 The standard approach in this domain has for a long time been to consider exten-
sion of K which are themselves differential fields. However, a different point of view begins to
spread, of using differential algebras instead. First of all, in spite of the fact that classical Galois
theory accustomed us to the theory of fields, they are less natural in the context of differential
equations. For instance, 1/ log is not solution of a linear differential equation with coefficients in
K. Another reason is that in the allied domain of difference and q-difference equations, there ap-
pear differential algebras which are not integral and therefore cannot be embedded in a difference
field. Since Birkhoff, we have been trying to give as unified a treatment as possible. So here, I
chose to do things with algebras.

11.1 The differential algebra generated by the solutions

In the case of an equation Ea with coefficients a1, . . . ,an ∈K, we consider a fundamental system of
solutions at some point z0 6= 0, say B = ( f1, . . . , fn), which is a basis for Fa,z0 . In order to be able
to express the preservation of algebraic and differential relations, we have to “close” the space of
solutions under multiplication and derivation. This is most easily done in the case of systems. (We
come back to equations afterwards.)

Let A ∈Matn(K) and let X be a fundamental matricial solution of SA at some point z0 6= 0.
We shall write A(A,z0) the K-algebra generated by the coefficients xi, j of X . All the elements of
A(A,z0) are polynomial expressions in all the xi, j with coefficients in K. Thus, if we consider the
morphism of K-algebras from K[T1,1, . . . ,Tn,n] (polynomials in n2 indeterminates with coefficients
in K) to Oz0 defined by Ti, j 7→ xi, j, the image of this morphism is A(A,z0). The absence of X in
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the notation is justified by the fact that, if Y is another fundamental matricial solution at z0, then
Y = X P for some P ∈ GLn(C); therefore, each yi, j = ∑ pi,kxk, j belongs to the algebra generated
by the xi, j, and conversely since P is invertible.

Here are the basic facts about A(A,z0):

1. As already noted, it does not depend on the choice of a fundamental matricial solution at z0.

2. If A∼ B (meromorphic equivalence at 0), then A(A,z0) = A(B,z0). Indeed, let F ∈GLn(K)
such that F [A] =B and let X be a fundamental system of solutions of SA at z0. Then Y :=FX
is a fundamental system of solutions of SB at z0. Now, the relations yi, j = ∑ fi,kxk, j and the
converse relations (using F−1) show that the xi, j and the yi, j generate the same K-algebra.

3. A(A,z0) is a sub-differential algebra of the differential K-algebra Oz0 . Indeed, it is by def-
inition a sub-algebra. By Leibniz rule, it is enough to check that D sends the generators of
A(A,z0) into itself; but this follows from the differential system since D(xi, j) = ∑ai,kxk, j.

Exercice 11.1.1 Show rigorously that we have only to consider the case of generators.

4. If z1 is another point at which A is defined and γ is a path from z0 to z1, then analytic contin-
uation along γ yields an isomorphism of differential K-algebras from A(A,z0) to A(A,z1).
This isomorphism depends only on the homotopy class of γ in an open set avoiding the
singularities of A (for instance, in a small enough punctured disk centered at 0).

Examples 11.1.2 1. Let Ea the equation f (n)+a1 f (n−1)+· · ·+an f = 0 with coefficients a1, . . . ,an ∈
K. Let B := ( f1, . . . , fn) a fundamental system of solutions at some point z0 6= 0. Then the
algebra A(a,z0) := A(Aa,z0) is generated by f1, . . . , fn and their derivatives; it is enough to
go up to the (n−1)th derivatives.

2. Let α ∈ C. Then z f ′ = α f with z0 := 1 gives A(A,z0) = K[zα]. The structure of this K-
algebra depends on α in the following way:

• If α ∈ Z, then of course A(A,z0) = K.

• If α∈Q\Z, then write α= p/q with p∈Z, q∈N∗ and p,q coprime. Then A(A,z0) =
K[z1/q], which is a field, an algebraic extension of degree q of K. (It is actually a cyclic
Galois extension, with Galois group µq, the group of qth roots of unity in C.)

• If α ∈ C \Q, then A(A,z0) = K[zα] and zα is transcendental over K, that is, the mor-
phism of K-algebras from K[T ] to A(A,z0) sending T to zα is an isomorphism. Equiv-
alently: the (zα)k, k ∈ N, form a basis of K[zα].

Exercice 11.1.3 Prove the second and third assertion. (For the second one, the proof is
purely algebraic; for the third one, use monodromy.)

3. Consider the equation z f ′′+ f ′ = 0, z0 := 1 and set z0 := 1. Then B := (1, log) is a funda-
mental system of solutions. Since 1 ∈ K and log′ ∈ K, we have A(a,z0) = K[log] and log is
transcendental over K.

Exercice 11.1.4 Prove it.
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4. Consider α ∈ C and the equation (δ−α)2 f = 0. A fundamental system of solutions at
z0 := 1 is B := (zα,zα log). Since δ(zα) = αzα and δ(zα logz) = αzα logz+ zα, the algebra
K[zα,zα log] generated by B is stable under δ, whence it is stable under D, and A(a,z0) =
K[zα,zα log].

Exercice 11.1.5 Prove that, if α ∈ C\Q, then zα,zα log are algebraically independant over
K, that is, the morphism of K-algebras from K[T1,T2] to A(A,z0) sending T1 to zα and T2 to
zα log is an isomorphism. Equivalently: the elements (zα)k(zα log)l , k, l ∈N, form a basis of
K[zα,zαlog].

5. Consider the equation f ′+ 1
z2 f = 0. A fundamental system of solutions is (e1/z), so that

A(a,z0) = K[e1/z]. Moreover, e1/z is transcendental over K.

Exercice 11.1.6 Prove it using the growth rate when z→ 0 in R+.

11.2 The differential Galois group

Let A be an arbitrary differential K-algebra, i.e. a K-algebra equipped with a derivation D : A→A
extending that of K. An automorphism for that structure is, by definition, an automorphism σ of
K-algebra (that is an automorphism of ring which is at the same time K-linear) such that D◦σ =
σ ◦D. If we write more intuitively f ′ for D( f ), this means that σ( f ′) = (σ( f ))′. Note that an
automorphism of K-algebra automatically satisfies σ|K = IdK , that is, σ( f ) = f for all f ∈ K.

Examples 11.2.1 1. Let Ω ∈ C a domain and a ∈ Ω. Let Õa the differential algebra of an-
alytic germs at a that admit an analytic continuation along every path in Ω starting at a.
Then, for every loop λ in Ω based at a, analytic continuation along λ yields a differential
automorphism of Õa.

2. Let A ∈Matn(K) and let A := A(A,z0). Analytic continuation along a loop based at z0 (and
contained in a punctured disk centered at 0 on which A is analytic) transforms a fundamental
matricial solution X into X M for some M ∈ GLn(C), therefore it transforms any of the
generators xi, j of A into an element of A and therefore (because of the preservation of
algebraic relations) it sends A into itself. By considering the inverse loop and matrix, one
sees that this is a bijection. By preservation of algebraic and differential relations, it is an
automorphism of differential K-algebras.

The following lemma shall make it easier to check that a particular σ is a differential automor-
phism.

Lemma 11.2.2 Let A be a differential K-algebra and let σ a K-algebra automorphism of A . Let
f1, . . . , fn be generators of A as a K-algebra. If σ( f ′k) = (σ( fk))

′ for k = 1, . . . ,n, Then σ is an
automorphism of differential K-algebra.

Proof. - Suppose that σ( f ′) = (σ( f ))′ and σ(g′) = (σ(g))′. Then, for h := λ f +µg, λ,µ ∈ K one
has (by easy calculation) σ(h′) = (σ(h))′; and the same is true for h := f g. Therefore, the set of
those f such that σ( f ′) = (σ( f ))′ is a K-algebra containing f1, . . . , fn, therefore it is equal to A . �

In all the following examples, we abreviate A for A(A,z0) or A(a,z0).
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Examples 11.2.3 1. Let z f ′ = α f , α ∈ C and set z0 := 1. We distinguish three cases:

• If α ∈ Z, then A = K and the only differential automorphism is the identity of K.

• If α∈Q\Z, α= p/q, then we saw that A =K[z1/q]. By standard algebra (for instance,
field theory in the book of Lang), the automorphisms of K-algebra of A are defined
by z1/q 7→ jz1/q, where j ∈ µq. Now it is easy to see that all of them are differential
automorphisms.

Exercice 11.2.4 Check it. (Use the lemma.)

• If α ∈ C \Q, then we saw that A = K[zα] and that zα is transcendental over K. For
every differential automorphism σ of A , σ(zα) must be a non trivial solution of z f ′ =
α f , thus σ(zα) = λzα for some λ ∈ C∗. Conversely, this formula defines a unique
automorphism σ of the K-algebra A ; and since this σ satisfies the condition σ( f ′) =
(σ( f ))′ for the generator zα, by the lemma, it is a differential automorphism.

2. Let z f ′′+ f ′ = 0 and z0 := 1, so that A = K[log] (and log is transcendental over K). From
log′ = 1/z one deduces that (σ(log))′ = 1/z for every differential automorphism σ. Thus,
σ(log) = log+µ for some µ∈C. Conversely, since log is transcendental over K, this defines
a unique automorphism of the K-algebra A ; and, since it satisfies the condition σ( f ′) =
(σ( f ))′ for the generator log, by the lemma, it is a differential automorphism.

3. Let (δ−α)2 f = 0 and z0 := 1. Then A = K[zα,zα log]. As in the first example, one must
have σ(zα) = λzα for some λ ∈ C∗. Then, from δ(zα log) = αzα log+zα, we see that f :=
σ(zα log) must satisfy δ( f ) = α f +λzα, so that g := f −λzα log satisfies δ(g) = αg, so that
g = µzα for some µ∈C. Therefore, we find that σ(zα log) = λzα log+µzα. For the converse,
assume that α ∈C\Q. Then zα and zα log being algebraically independent, for any (λ,µ) ∈
C∗×C, there is a unique automorphism σ of the K-algebra A such that σ(zα) = λzα and
σ(zα log) = λzα log+µzα. Since σ satisfies the condition σ( f ′) = (σ( f ))′ for the generators
zα and zα log, by the lemma, it is a differential automorphism. Note that it all works as if we
had computed σ(log) = log+ν and set µ = λν but we could not because log 6∈ A .

Exercice 11.2.5 What if α ∈Q ?

Definition 11.2.6 The differential Galois group of SA at z0, written Gal(A,z0), is the group of all
differential automorphisms of A(A,z0). The differential Galois group of Ea at z0, is Gal(Aa,z0).

The basic facts are:

1. The monodromy group is a subgroup of the differential Galois group.

2. If γ is a path from z0 to z1 and if we write ψ the corresponding differential isomorphism from
A(A,z0) to A(B,z0), then σ 7→ ψ◦σ◦ψ−1 is an isomorphism from the group Gal(A,z0) to
the group Gal(B,z0).

In the examples below, we call for short G the differential Galois group.

Examples 11.2.7 1. Let z f ′=α f , α∈C and set z0 := 1. If α∈Z, then G= {Id}. If α∈Q\Z,
α = p/q, then G = µq. If α ∈ C\Q, then G = C∗.

102



2. Let z f ′′+ f ′ = 0 and z0 := 1, then G = C.

Exercice 11.2.8 In the two last examples, explain precisely how an element of G acts, i.e.
how it is to be considered as an automorphism of A . (You may find inspiration in the
following example.)

3. Let (δ−α)2 f = 0 and z0 := 1. Then G can be identified with C∗×C. The element (λ,µ)∈G
corresponds to the automorphism σ of the K-algebra A = K[zα,zα log] defined by σ(zα) =
λzα and σ(zα log) = λzα log+µzα. In order to see C∗×C as a group, we must understand
how to compose elements. So write σλ,µ the automorphism just defined. Then:

σλ′,µ′ ◦σλ,µ(z
α) = σλ′,µ′(λzα)

= λ
′
λzα,

σλ′,µ′ ◦σλ,µ(z
α log) = σλ′,µ′(λzα log+µzα)

= λ
′
λzα log+(λµ′+λ

′µ)zα,

so that the group law on C∗×C is:

(λ′,µ′)∗ (λ,µ) := (λ′λ,λµ′+λ
′µ).

There is yet another way to understand this group. We notice that σ is totally determined by
its C-linear action on the space of solutions. The latter has as basis B = (zα,zα log) and we

find σ(B) = BM, where M =

(
λ µ
0 λ

)
. Therefore, G can be identified with the subgroup:

{(
λ µ
0 λ

) ∣∣ (λ,µ) ∈ C∗×C
}
⊂ GL2(C).

The reader can check that the multiplication law coincides with the one found above.

Since the monodromy group is a subgroup of the Galois group, we should find it inside each
of the examples we computed. This is indeed so:

Examples 11.2.9 1. In the first example, the monodromy group is generated by the factor
λ0 := e2iπα. If α ∈Q, it is equal to the Galois group.

2. In the second example, the monodromy group is generated by the constant µ0 := 2iπ.

3. In the third case, the monodromy group is generated by the pair (λ0,µ0) := (e2iπα,2iπe2iπα);
or, in the matricial realisation, by the matrix:(

e2iπα 2iπe2iπα

0 e2iπα

)
=

(
e2iπα 0

0 e2iπα

)(
1 2iπ
0 1

)
.

Exercice 11.2.10 For the equation f ′+ z−2 f , prove that the Galois group is C∗ while the mon-
odromy group is trivial.
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11.3 The Galois group as a linear algebraic group

Let SA be a system with coefficients in K, A := A(A,z0) be its algebra of solutions at some point
z0 and Gal := Gal(A,z0) be its differential Galois group. For every fundamental matricial solution
X at z0 and every σ ∈ G, one has:

(σ(X ))′ = σ(X ′) = σ(AX) = Aσ(X ),

so that σ(X ) = XM for some M ∈ GLn(C). (The matrix σ(X ) has to be invertible because
detσ(X ) = σ(detX ) 6= 0.) We write Mσ this matrix, and so we have a map σ 7→ Mσ from Gal
to GLn(C). Of course, we hope it to be a representation. It is indeed a morphism (not an anti-
morphism) of groups

X Mστ = (στ)(X ) = σ(τ(X )) = σ(X Mτ) = σ(X )Mτ = X MσMτ =⇒Mστ = MσMτ.

Moreover, it is injective: for if Mσ = In, then σ(X ) = X so that the morphism of algebras σ leaves
fixed all the generators of the K-algebra A , so that it is actually the identity of A .

Proposition 11.3.1 The map σ 7→ Mσ realizes an isomorphism of Gal(A,z0) with a subgroup
of GLn(C), the matricial differential Galois group relative to the fundamental system X . This
subgroup contains the matricial monodromy group relative to X .

�

Exercice 11.3.2 How are related the matricial differential Galois groups relative to two different
fundamental systems ?

Now, we are going to compare the matricial monodromy and Galois groups for our three
favorite examples.

Examples 11.3.3 1. In the first example, n = 1, GL1(C) = C∗. The monodromy group is
Mon =

〈
e2iπα

〉
. If α = p/q, p,q coprime, then Gal = Mon = µq. If α 6∈Q, then Gal = C∗.

2. In the second example, n = 2, the matricial monodromy and Galois group are:

Mon =

{(
1 2iπk
0 1

) ∣∣ k ∈ Z
}
⊂ Gal =

{(
1 µ
0 1

) ∣∣ µ ∈ C
}
⊂ GL2(C).

3. In the third example, n = 2; assuming again α 6∈ Q, the matricial monodromy and Galois
group are:

Mon =

{(
e2iπαk 2iπke2iπαk

0 e2iπαk

) ∣∣ k ∈ Z
}
⊂ Gal =

{(
λ µ
0 λ

) ∣∣ λ ∈ C∗,µ ∈ C
}
⊂ GL2(C).

The big difference is that the Galois group can in all cases be defined within GL2(C) by a set
of algebraic equations:

1. In the first example, if α = p/q, p,q, then:

∀a ∈ GL1(C) , a ∈ Gal⇐⇒ aq = 1.

If α 6∈Q, the set of equations is empty.
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2. In the second example:

∀
(

a b
c d

)
∈ GL2(C) ,

(
a b
c d

)
∈ Gal⇐⇒ a = d = 1 and c = 0.

3. In the third example:

∀
(

a b
c d

)
∈ GL2(C) ,

(
a b
c d

)
∈ Gal⇐⇒ a = d and c = 0.

Except in the first very special case of a finite monodromy group, there is no corresponding
description for Mon.

Theorem 11.3.4 The matricial realisation of the differential Galois group of A is a linear algebraic
group, that is a subgroup of GLn(C) defined by polynomial equations in the coefficients.

Proof. - We shall write A := K[x1,1, . . . ,xn,n] where the xi, j are the coefficients of a fundamental
matricial solution X . The matricial realisation of the differential Galois group of A is the set of
matrices P ∈ GLn(C) such that there is a morphism of K-algebras from A to itself sending X to
X P, that is each generator xi, j to ∑xi,k pk, j. Indeed, we then get automatically from the relation
X ′ = AX :

σ(X ′) = σ(AX ) = Aσ(X ) = AX P = X ′P = (σ(X ))′,

so that the relation σ(x′i, j) = (σ(xi, j))
′ is true for all generators xi, j of A , so after the lemma of

section 11.2, such a σ is indeed a differential automorphism.

To say that xi, j 7→ yi, j := ∑xi,k pk, j comes from a morphism of K-algebras from A to itself is
equivalent to say that, for each polynomial relation F(x1,1, . . . ,xn,n) = 0 with coefficients in K, the
corresponding relation for the yi, j holds: F(y1,1, . . . ,yn,n) = 0. We shall express this in a slightly
different way. We call (Mα)α∈I the family of all monomials Mα(x1,1, . . . ,xn,n) = ∏xαi, j

i, j in the xi, j.
Therefore, each index α is a matrix (αi, j) of exponents, and the set I is the set of such α. For
each α ∈ I, we then call Nα the corresponding monomial with the xi, j replaced the by yi, j. It is a
polynomial expression in the xi, j, and therefore a linear combination of the Mα:

Nα(x1,1, . . . ,xn,n) = Mα(y1,1, . . . ,yn,n) = ∏yαi, j
i, j = ∑

β

Φα,β(p1,1, . . . , pn,n)Mβ(x1,1, . . . ,xn,n),

where the Φα,β(p1,1, . . . , pn,n) are themselves polynomial expressions in the pi, j with constant co-
efficients (actually, these coefficients are in N).

What we ask for P is that, each time there is a linear relation ∑λαMα = 0 with coefficients
λα ∈K, the corresponding relation ∑λαNα = 0 should hold. Now, the latter relation can be written
∑µβMβ = 0, where µβ := ∑α λαΦα,β(p1,1, . . . , pn,n).

Lemma 11.3.5 Let E ⊂ K(I) be a subspace of the space of all finitely supported families (λα).
Then, for a family (φα,β) to have the property:

∀(λα) ∈ K(I), setting µβ := ∑
α

λαφα,β, one has (λα) ∈ E =⇒ (µβ) ∈ E,

is equivalent to a family of K-linear conditions of the form ∑c(γ)
α,βφα,β = 0.

105



Proof. - Left to you as a nice exercice in “abstract linear algebra”. �

So there is a family Γ(γ)(p1,1, . . . , pn,n) of polynomials in the pi, j with coefficients in K such
that P ∈ Gal is equivalent to Γ(γ)(p1,1, . . . , pn,n) = 0 for all γ. But we want polynomial equations
with coefficients in C. Therefore, we expand each Γ(γ) = ∑k Γ(γ)zk and finally obtain the charac-
terisation:

P ∈ Gal⇐⇒∀γ,k , Γ
(γ)
k (p1,1, . . . , pn,n) = 0.

Here, of course, the Γ
(γ)
k ∈ C[T1,1, . . . ,Tn,n] so we do have polynomial equations with coefficients

in C. �

Remark 11.3.6 What we found is an infinite family of polynomial equations. But a polynomial
ring C[T1,1, . . . ,Tn,n] is “noetherian”, so that our family can be reduced to a finite set of polynomial
equations. This is Hilbert’s basis theorem: see the chapter on noetherian rings in the book of Lang,
or any good book of algebra.
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Chapter 12

The local Schlesinger density theorem

We are going to describe more precisely the Galois group for regular singular systems and prove
that its matricial realisation is the smallest algebraic subgroup of GLn(C) containing the matricial
realisation of the monodromy group. This is Schlesinger density theorem (here in its local form).
We shall not discuss the possibility of extending this result to the global setting, nor to irregular
equations. Maybe another year ...

In this chapter, we consider A ∈Matn(K) and suppose that SA is regular singular. Then we
know that A = F [z−1A0] for some A0 ∈ Matn(C), so that X := FzA0 is a fundamental matricial
system for SA. The matricial monodromy and Galois groups of SA computed relatively to X are
equal to the matricial and monodromy groups of the system X ′ = z−1A0X computed relatively to
its fundamental matriciaal solution zA0 . Therefore, we will from start study a differential system
X ′ = z−1AX where A ∈ GLn(C). For the same reason, we can and will assume that A is Jordan
form (this is because a conjugation of A is also a gauge transformation of z−1A). We shall write
Mon and Gal the matricial realisations of the monodromy and Galois group relative to zA.

12.1 Calculation of the differential Galois group in the semi-simple
case

We have here A = Diag(α1, . . . ,αn) and X = Diag(zα1 , . . . ,zαn), so that A = K[zα1 , . . . ,zαn ]. For
any differential automorphism σ of A , we deduce from the differential relation δ(zαi) = αizαi that
fi := σ(zαi) satisfies the same: δ( fi) = αi fi. Therefore, fi must be a constant multiple of zαi , with
non zero coefficient (since σ is an automorphism): σ(zαi) = λizαi for some λi ∈ C∗. Thus the ele-
ments of the Galois group are diagonal matrices Diag(λ1, . . . ,λn) ∈ GLn(C). But which anmong
these matrices are “galoisian automorphims” ? Writing a j := e2iπa j for j = 1, . . . ,n, we know that
Diag(a1, . . . ,an) (along with its powers) will fit, but what else ?

The condition was explained in the course of the proof of theorem 11.3.4, section 11.3: to say
that zαi 7→ λizαi comes from a morphism of K-algebras from A to itself is equivalent to say that,
for each polynomial relation P(zα1 , . . . ,zαn) = 0 with coefficients in K, the corresponding relation
for the λizαi holds: P(λ1zα1 , . . . ,λnzαn) = 0. So we shall have a closer look at the set of such
equations:

I := {P ∈ K[T1, . . . ,Tn] | P(zα1 , . . . ,zαn) = 0}.
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This is an ideal of K[T1, . . . ,Tn], i.e. a subgroup such that if P∈ I and Q∈K[T1, . . . ,Tn], then PQ∈ I.
To describe it, we shall use the monodromy action of the fundamental loop: σ(zα j) = a jzα j , where
a j := e2iπα j . The monodromy group being contained in the Galois group, we know that this σ is
an automorphism of A (principle of preservation of algebraic identities), so that P(zα1 , . . . ,zαn) =
0⇒ P(a1zα1 , . . . ,anzαn) = 0. Calling φ the automorphism P(T1, . . . ,Tn) 7→ P(a1T1, . . . ,anTn) of the
K-algebra K[T1, . . . ,Tn], we can say that the subspace I of the K-linear space K[T1, . . . ,Tn] is stable
under φ.

Lemma 12.1.1 As a K-linear space, I is generated by the polynomials T k1
1 · · ·T kn

n − zmT l1
1 · · ·T ln

n
such that k1, . . . ,kn, l1, . . . , ln ∈ N, m ∈ Z and k1α1 + · · ·+ knαn = l1α1 + · · ·+ lnαn +m.

Proof. - If we replace each Tj by zα j in such a polynomial, we get 0: therefore these polynomials
do belong to I.
To prove the converse, we use linear algebra. This can be done in the infinite dimensional linear
space K[T1, . . . ,Tn], where the usual theory works quite well (with some adaptations), but for
peace of mind we shall do it in finite dimensional subspaces. So we take d ∈N and define E as the
subspace of K[T1, . . . ,Tn] made up of polynomials of total degree degP ≤ d. A basis of E is the
family of monomials T k1

1 · · ·T kn
n with k1 + · · ·+kn ≤ d. Since φ(T k1

1 · · ·T kn
n ) = ak1

1 · · ·akn
n T k1

1 · · ·T kn
n ,

we see that φ is a diagonalisable endomorphism of E. This means that E is the direct sum of its
eigenspaces Eλ. Clearly, the monomials T k1

1 · · ·T kn
n with k1+ · · ·+kn ≤ d and such that ak1

1 · · ·akn
n =

λ form a basis of Eλ.
Now we set F := I∩E. This is a subspace of E, which is stable under φ, so the restriction of φ to
F is diagonalisable too. Therefore F is the direct sum of its eigenspaces Fλ. We are going to prove
that each Fλ = F ∩Eλ is generated by polynomials of the form stated in the theorem, and from this
the conclusion will follow: for then it will be true of their direct sum F , and by letting d tend to
+∞ it will be true of I too.
So let P := ∑ fk T k ∈ Fλ, where we write for short k := (k1, . . . ,kn) and T k := T k1

1 · · ·T kn
n and where

the coefficients fk belong to K. The sum is restricted to multi-indices k such that k1 + · · ·+ kn ≤ d
and ak1

1 · · ·akn
n = λ, which can be written k1α1+ · · ·+knαn = c+mk, where c is an arbitrary constant

such that e2iπc = λ and where mk ∈ Z. All this expresses the fact that P ∈ Eλ. The condition that
P∈F means that P(zα1 , . . . ,zαn)= 0, i.e. that ∑ fk zk1α1+···+knαn = 0, i.e. that zc

∑ fk zmk = 0, whence
∑ fk zmk = 0. From this, selecting any particular l among the k involved:

P = ∑ fk T k = ∑ fk T k−
(
∑ fk zmk

)
z−ml T l = ∑ fk

(
T k− zmk−ml T l

)
,

and we that each re left to check that T k− zmk−ml T l is of the expected form. This follows from the
following computation:

k1α1 + · · ·+ knαn = c+mk
l1α1 + · · ·+ lnαn = c+ml

}
=⇒ k1α1 + · · ·+ knαn = (mk−ml)+ l1α1 + · · ·+ lnαn.

�

Definition 12.1.2 A replica of (a1, . . . ,an) ∈ (C∗)n is a (λ1, . . . ,λn) ∈ (C∗)n such that:

∀(k1, . . . ,kn) ∈ Zn , ak1
1 · · ·a

kn
n = 1 =⇒ λ

k1
1 · · ·λ

kn
n = 1.
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Theorem 12.1.3 The matricial Galois group Gal consists in all diagonal matrices Diag(λ1, . . . ,λn)∈
GLn(C) such that (λ1, . . . ,λn) is a replica of (a1, . . . ,an) = (e2iπα1 , . . . ,e2iπαn).

Proof. - We saw that Diag(λ1, . . . ,λn)∈Gal is equivalent to: ∀P∈ I , P(λ1zα1 , . . . ,λnzαn) = 0. This
in turn is equivalent to the same condition restricted to the generators described in the lemma. (If
it is true for these generators, it is true for all their linear combinations.) Now, restricted to the
generators, the condition reads:

∀k, l ∈Nn , ∀m ∈ Z , k1α1+ · · ·+knαn = l1α1+ · · ·+ lnαn+m =⇒
n

∏
j=1

(λ jzα j)k j = zm
n

∏
j=1

(λ jzα j)l j .

After division of both sides by by z∑k jα j = z∑ l jα j+m, this in turn reads:

∀k, l ∈ Nn , (k1− l1)α1 + · · ·+(kn− ln)αn ∈ Z =⇒
n

∏
j=1

λ
k j
j =

n

∏
j=1

λ
l j
j .

Last, this can be rewritten as the implication: ∀k ∈ Zn , k1α1 + · · ·+ knαn ∈ Z =⇒∏
n
j=1 λ

k j
j = 1.

But since k1α1+ · · ·+knαn ∈ Z is equivalent to ak1
1 · · ·akn

n = 1, this is the definition of a replica. �

The problem of computing the Galois group is now one in abelian group theory. We introduce:

Γ := {k ∈ Zn | k1α1 + · · ·+ knαn ∈ Z}= {k ∈ Zn | ak1
1 · · ·a

kn
n = 1}.

By the general theory of finitely generated abelian groups (see the book of Lang), we know that
the subgroup Γ of Zn is freely generated by r elements k(1), . . . ,k(r), where r ≤ n. So there are
exactly r conditions to check that a given (λ1, . . . ,λn) ∈ (C∗)n is a replica of (a1, . . . ,an). These

are monomial conditions: λ
k(i)1
1 · · ·λk(i)n

n = 1 for i = 1, . . . ,r.

Example 12.1.4 Consider the equation z f ′ = α f . Here, Γ = {k ∈ Z | ak = 1}= {k ∈ Z | kα ∈ Z},
where a := e2iπα. If α 6∈ Q, then Γ = {0} and Gal = C∗. If α = p/q, p,q being coprime, then
Γ = qZ and Gal = µq.

Example 12.1.5 We consider the system δX =Diag(α,β)X . Here, Γ= {(k, l)∈Z2 | kα+ lβ∈Z}.
There are three possible cases according to whether r = 0,1 or 2.

1. The case r = 2 arises when α,β ∈Q. Then Γ is generated by two non proportional elements
(k, l) and (k′, l′) and we have Gal = {Diag(λ,µ) ∈ GL2(C) | λkµl = λk′µl′ = 1}. Note that
these equations imply λkl′−k′l = µkl′−k′l = 1, so that Gal is finite. This is related to the fact
that all solutions are algebraic, but we just notice this fact empirically here. More precisely,
one can prove (it is a nice exercice in algebra) that Γ is either cyclic or isomorphic to the
product of two cyclic groups.

2. The case r = 0 arises when 1,α,β are linearly independent over Q. Then Γ = {0} and Gal
contains all invertible diagonal matrices Diag(λ,µ).

3. The intermediate case r = 1 occurs when the Q-linear space Q+Qα+Qβ has dimension 2.
Then Γ is generated by a pair (k, l) 6= (0,0) and Gal = {Diag(λ,µ) ∈GL2(C) | λkµl = 1}. It
is (again) a nice exercice in algebra to prove that this group is isomorphic to C∗×µq, where
q is the greatest common divisor of k, l.

Exercice 12.1.6 Find an example of a pair (α,β) for each case above.
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12.2 Calculation of the differential Galois group in the general case

We now consider a system δX = AX , where A ∈Matn(C) is in Jordan form. Thus, A is a block-
diagonal matrix with k blocks Ai = αiImi +Nmi , where we write Nm the nilpotent upper triangular

matrix


0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
0 0 0 . . . 0

 ∈Matm(C).

Exercice 12.2.1 Compute all powers of Nm.

We have exp(A logz) = Diag(exp(A1 logz), . . . ,exp(Ak logz)) and:

exp(Ai logz)= exp(αImi logz)exp(Nmi logz)=⇒ zAi = zαi

(
Imi +Nmi logz+ · · ·+ logmi−1 z

(mi−1)!
Nmi−1

mi

)
.

Therefore, the algebra A is generated by all the zαi(logz)l for i = 1, . . . ,k and 0 ≤ l ≤ mi− 1. If
k = n and all mi = 1, there is no log at all, but then we are in the semi-simple case of section 12.1.

For any differential automorphism of A , the same calculation as before show that σ(zαi) =
λizαi and, if mi ≥ 1, σ(zαi logz) = λizαi(logz+ µi) for some λi ∈ C∗ and µi ∈ C. (We changed
slightly the notation for the constant µ.) We also know that (λ1, . . . ,λk) must be a replica of
(e2iπα1 , . . . ,e2iπαk). Now, we have two things to consider. First, what about higher powers of
log ? From the relation (zαi logz)l = (zαi)l−1(zαi(logz)l), we draw at once that σ(zαi(logz)l) =
λizαi(logz+ µi)

l for 0 ≤ l ≤ mi− 1. Second thing: how are related the different µi ? From the
relation zα j(zαi logz) = zαi(zα j logz), we draw at once that all µi are equal to a same µ ∈ C.

Therefore, any differential automorphism σ is completely determined by the equations σ(zαi(logz)l)=
λizαi(logz + µ)l , where (λ1, . . . ,λk) is a replica of (e2iπα1 , . . . ,e2iπαk) and where µ ∈ C. How-
ever, we must still see which choices of (λ1, . . . ,λk) and µ do give a differential automorphism.
For this, it is enough to prove that they define a K-algebra automorphism. Indeed, the relation
σ( f ′) = (σ( f ))′ will then be satisfied by a family of generators, thus by all elements of A after the
lemma of section 11.2.

By the study of the semi-simple case, we know that, the restriction τ of σ to R :=K[zα1 , . . . ,zαk ]
is an automorphism. In the next lemma, we will show that log is transcendental over R, so that
any choice of the image of log allows for an extension of τ to an automorphism of A ′ := R[log].
In particular, setting log 7→ log+µ, one extends τ to an automorphism σ′ of A ′. But A ⊂ A ′ and σ

is the restriction of σ′ to A . We have proven (admitting temporarily the lemma):

Proposition 12.2.2 The differential automorphisms of A are all the maps of the form σ(zαi(logz)l)=
λizαi(logz+µ)l , where (λ1, . . . ,λk) is a replica of (e2iπα1 , . . . ,e2iπαk) and where µ ∈ C.

�
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Lemma 12.2.3 Let α1, . . . ,αk ∈C and set R :=K[zα1 , . . . ,zαk ]. Then log is transcendental over the
field of quotients L of R. Equivalently: there is no non trivial algebraic relation f0 + · · ·+ fm logm,
with fi ∈ R.

Proof. - We extend δ to a derivation over L by putting δ( f/g) := (gδ( f )− f δ(g))/g2, which is
well defined: if f/g = f1/g1, then both possible formulas give the same result.

First Step. Let m+1 the minimal degree of an algebraic equation of log over L. This means that
1, . . . , logm are linearly independent over L, while logm+1 = f0+ · · ·+ fm logm, with f0, . . . , fm ∈ L.
Applying δ, since δ(logk) = k logk−1, we get:

(m+1) logm = (δ( f0)+ f1)+ · · ·+(δ( fm−1)+ fm) logm−1+δ( fm) logm,

so that, by the assumption of linear independance, δ( fm) = m+ 1. This implies that fm− (m+
1) log ∈ C and then that log ∈ L.

Second step. Suppose that we have log ∈ L, that is, f log = g with f ,g ∈ R, f 6= 0. We use the
fact that the action of the monodromy operator σ on R is semi-simple: f =∑ fλ (finite sum), where
σ( fλ) = λ fλ; this is because f is a linear combination with coefficients in K (hence invariant under
σ) of monomials in the zα j . Suppose we have written f log = g with f as “short” as possible, i.e.
with as few components fλ as possible. Then, if λ0 is one of the λ that do appear, we calculate:

σ( f )(log+2iπ) = σ( f log) = σ(g) =⇒ (σ( f )−λ0 f ) log = σ(g)−2iπσ( f )−λ0g,

a shorter relation, except if it is trivial, in which case σ( f ) = λ0 f , which is therefore the only
possibility.

Third step. Suppose that we have f log = g with f ,g∈ R, f 6= 0 and σ( f ) = λ f . Then, applying
σ and simplifying, we find σ(g)− λg = 2iπλ f . But this is impossible if f 6= 0, because σ− λ

sends gλ to 0 and all other gβ to elements of the corresponding eigenspaces. This ends the proof
of the lemma and of the proposition. �

Theorem 12.2.4 Let A be in Jordan form Diag(Ai, . . . ,Ak), where Ai = αiImi +Nmi . The matricial
Galois group Gal of the system X ′ = z−1AX relatively to the fundamental matricial solution zA

is the set of matrices Diag(λ1eµN1 , . . . ,λkeµNk) where (λ1, . . . ,λk) is a replica of (e2iπα1 , . . . ,e2iπαk)
and where µ ∈ C.

Proof. - The automorphism σ described in the proposition transforms zα j into λ jzα j . It trans-
forms N j logz into N j(logz + µ) and, because the exponential of a nilpotent matrix is really a
polynomial in this matrix, it transforms eN j logz into eN j(logz+µ). Therefore, it transforms zA =
Diag(zα1eN1 logz, . . . ,zαk eNk logz). into:

Diag(λ1zα1eN1(logz+µ), . . . ,λkzαk eNk(logz+µ)) = zAM,

where M = Diag(λ1eµN1 , . . . ,λkeµNk). �
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Corollary 12.2.5 The matricial Galois group of the system X ′ = F [z−1A]X relatively to the fun-
damental matricial solution FzA is the same.

Exercice 12.2.6 Write down explicitly eµN j and find a set of equations defining Gal in GLn(C).

12.3 The density theorem of Schlesinger in the local setting

We suppose that a fundamental matricial solution X has been chosen for the differential system
SA, so that we have matricial realisations Mon(A)⊂ Gal(A)⊂ GLn(C) relative to X .

Theorem 12.3.1 (Local Schlesinger density theorem) Let the system SA be regular singular. Then
Gal(A) is the smallest algebraic subgroup of GLn(C) containing Mon(A).

Proof. - A meromorphic gauge transformation B = F [A], F ∈ GLn(K), gives rise to a funda-
mental matricial solution Y such that FX = Y P, P ∈ GLn(C); then, using matricial realisations
relative to Y of the monodromy and Galois groups of SB, one has Mon(B) = PMon(A)P−1 and
Gal(B) = PGal(A)P−1. From that, we deduce at the same time that the statement to be proved
is independent from the choice of a particular fundamental matricial solution and also that it is
invariant up to meromorphic equivalence. Therefore, we take the system in the form δX = AX ,
where A ∈Matn(C) is in Jordan form. We keep the notations of section 12.2. Therefore, Mon is
generated by the monodromy matrix:

e2iπA = Diag(a1e2iπN1 , . . . ,ake2iπNk)

= e2iπAs e2iπAn (Jordan decomposition)

where e2iπAs = Diag(a1Im1 , . . . ,akImk)

and e2iπAn = Diag(e2iπN1 , . . . ,e2iπNk).

Remember that the Jordan decomposition of an invertible matrix into its semi-simple and unipotent
component was defined in the corresponding paragraph of section 4.4. Likewise, Gal is the set of
matrices of the form:

E(λ,µ) := Diag(λ1eµN1 , . . . ,λkeµNk),

= Es(λ)Eu(µ) (Jordan decomposition)

where Es(λ) = Diag(λ1Im1 , . . . ,λkImk)

and Eu(µ) = Diag(eµN1 , . . . ,eµNk).

where (λ1, . . . ,λk) ∈ (C∗)k is a replica of (a1, . . . ,ak) and where µ ∈ C is arbitrary.

We are supposed to prove that, if G⊂ GLn(C) is an algebraic subgroup and if e2iπA ∈ G, then
all matrices of the form E(λ,µ) above belong to G. We shall admit the following fact, a proof of
which may be found in the book of Borel “Linear algebraic groups”:

Proposition 12.3.2 If G ⊂ GLn(C) is an algebraic subgroup, then, for each M ∈ G, the semi-
simple and unipotent components Ms and Mu belong to G.
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Therefore, if G is an algebraic subgroup of GLn(C) containing e2iπA, then it contains e2iπAs

and e2iπAn . The conclusion of the theorem will therefore follow immediately from the following
two lemmas.

Lemma 12.3.3 If an algebraic subgroup G of GLn(C) contains Diag(a1Im1 , . . . ,akImk), then it
contains all matrices of the form Diag(λ1Im1 , . . . ,λkImk) where (λ1, . . . ,λk) ∈ (C∗)k is a replica of
(a1, . . . ,ak).

Proof. - Let F(T1,1, . . . ,Tn,n) ∈ C[T1,1, . . . ,Tn,n] be one of the defining equations of the algebraic
subgroup G. We must prove that it vanishes on all matrices of the indicated form. If one replaces
the indeterminates Ti, j by the corresponding coefficients of the matrix Diag(T1Im1 , . . . ,TkImk), one
obtains a polynomial Φ(T1, . . . ,Tk) ∈ C[T1, . . . ,Tk] such that Φ(ap

1 , . . . ,a
p
k ) = 0 for all p ∈ Z (be-

cause G, being a group, contains all powers of Diag(a1Im1 , . . . ,akImk)) and one wants to prove that
Φ(λ1, . . . ,λk) = 0 for all replicas (λ1, . . . ,λk).
We write Φ as a linear combination of monomials: Φ=∑λiMi. Then, Mi(a

p
1 , . . . ,a

p
k )=Mi(a1, . . . ,ak)

p.
We group the indices by packs I(c) such that Mi(a1, . . . ,ak) = c for all i ∈ I(c). Then, if Λ(c) :=

∑
i∈I(c)

λi, we see that:

∀p ∈ Z , Φ(ap
1 , . . . ,a

p
k ) = ∑

c
Λ(c)cp = 0.

By classical properties of the Vandermonde determinant, this implies that Λ(c) = 0 for every c:

∀c ∈ C∗ , ∑
i∈I(c)

λi = 0.

For every relevant c (i.e. such that I(c) is not empty), choose a particular i0 ∈ I(c). Then, Φ=∑
c

Φc,

where:
Φc := ∑

i∈I(c)
λiMi = ∑

i∈I(c)
λi(Mi−Mi0).

For i ∈ I(c), one has Mi(a1, . . . ,ak) = Mi0(a1, . . . ,ak) (both are equal to c); by definition, this
monomial relation between the ai remains true for any replica of (a1, . . . ,ak), so that Φc vanishes
on any replica, and so does Φ. �

Lemma 12.3.4 If an algebraic subgroup G of GLn(C) contains Diag(e2iπN1 , . . . ,e2iπNk), then it
contains all matrices of the form Diag(eµN1 , . . . ,eµNk) where µ ∈ C is arbitrary.

Proof. - Let F(T1,1, . . . ,Tn,n) ∈ C[T1,1, . . . ,Tn,n] be one of the defining equations of the algebraic
subgroup G. We must prove that it vanishes on all matrices of the indicated form. If one replaces
the indeterminates Ti, j by the corresponding coefficients of the matrix Diag(eT N1 , . . . ,eT Nk), one
obtains a polynomial Φ(T ) ∈ C[T ]: indeed, the matrices Ni being nilpotent, the expressions eT Ni

involve only a finite number of powers of T . Moreover, since G is a group, it contains all powers
Diag(e2iπN1 , . . . ,e2iπNk)p = Diag(e2iπpN1 , . . . ,e2iπpNk), p ∈ Z, so that Φ(2iπp) = 0 for all p ∈ Z.
The polynomial Φ has an infinity of roots, it is therefore trivial and Φ(µ) = 0 for all µ ∈ C, which
means that F(T1,1, . . . ,Tn,n) vanishes on all matrices of the indicated form, as wanted. �

This ends the proof of Schlesinger’s theorem. �
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12.4 Why is Schesinger’s theorem called a “density theorem” ?

This is going to be a breezy introduction to affine algebraic geometry in the particular case of linear
algebraic groups. For every F(T1,1, . . . ,Tn,n) ∈C[T1,1, . . . ,Tn,n] and A = (ai, j) ∈Matn(C), we shall
write for short F(A) := F(a1,1, . . . ,an,n) ∈ C. (Do not confuse this with matrix polynomials used
in reduction theory, such as the minimal and characteristic polynomials of a matrix: here, F(A) is
a scalar, not a matrix, and its computation does not involve the powers of A.)

Definition 12.4.1 Let E ⊂C[T1,1, . . . ,Tn,n] be an arbitrary set of polynomial equations on Matn(C).
Then, we write: V (E) := {A ∈Matn(C) | ∀F ∈ E , F(A) = 0}. Such a set is called the algebraic
subset of Matn(C) defined by the set of equations E.

Proposition 12.4.2 (i) The subsets /0 and Matn(C) are algebraic subsets.
(ii) If V1,V2 are algebraic subsets, so is V1∪V2.
(ii) If (Vi) is a (possibly infinite) family of algebraic subsets, so is

⋂
Vi.

Proof. - (i) One immediately checks that /0 =V ({1}), while Matn(C) =V ({0}).
(ii) With a little thought, one finds that V (E1)∪V (E2) =V ({F1.F2 | F1 ∈ E1,F2 ∈ E2}).
(iii) One immediately checks that

⋂
V (Ei) =V (

⋃
Ei). �

Corollary 12.4.3 There is a topology on Matn(C) for which the closed subsets are exactly the
algebraic subsets.

We use here the abstract definition of a topology, as a set of open subsets containing /0 and
Matn(C) and stable under finite intersections and arbitrary unions. Then the closed subsets are de-
fined as the complementary subsets of the open subsets. The topology we just defined is called the
Zariski topology. The algebraic subsets are said to be Zariski closed, and the closure X of an arbi-
trary subset X for this topology,called its Zariski closure, is the smallest algebraic subset containing
X . Here is a way to “compute” it. Let I(X) := {F ∈ C[T1,1, . . . ,Tn,n] | ∀A ∈ X , F(A) = 0}, the set
of all equations satisfied by X . Then X ⊂V (E)⇐⇒∀F ∈ E , ∀A ∈ X , F(A) = 0⇐⇒ E ⊂ I(X).
It follows immediately that: X =V (I(X)).

Another consequence is the following. We say that X is Zariski dense in Y if X ⊂Y ⊂X . Then,
for a subset X of Y to be Zariski dense, it is necessary and sufficient that the following condition
be true: every F ∈ C[T1,1, . . . ,Tn,n] which vanishes on X also vanishes on Y .

Now we consider the restriction of our topology to the open subset GLn(C) of Matn(C). (It
is open because it is the complementary subset of V (det) and det ∈ C[T1,1, . . . ,Tn,n].) Then one
can prove that the closure in GLn(C) of a subgroup G of GLn(C) is a subgroup of GLn(C) (see
the book of Borel for a proof). Of course, this closure is then exactly what we called an algebraic
subgroup and so it is the smallest algebraic subgroup of GLn(C) containing G. The translation of
Schlesinger theorem in this language is therefore:

Corollary 12.4.4 The monodromy group Mon is Zariski dense in the algebraic group Gal.

Exercice 12.4.5 Among the classical subgroups of GLn(C), which are Zariski closed ? Which
are Zariski dense ?
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Chapter 13

Supplementary chapter: the Universal
(Fuchsian Local) Galois Group

We take the same notations as in chapter 12. So let X be a fundamental matricial solution of the
system X ′ = AX , with A∈Matn(K). We defined the monodromy representation ρA : π1→GLn(C)
by the formula:

[λ] 7→Mλ := X−1X λ.

Then, we defined the monodromy group as:

Mon(A) := Im ρA.

In the fuchsian case, i.e. when 0 is a regular singular point of the system X ′ = AX , we obtained a
bijective correspondance:{ isomorphism classes of

regular singular systems

}
←→

{ isomorphism classes of
representations of π1

}
On the side of Galois theory, we first introduced the differential algebra A := K[X ], with its

group of differential automorphisms Aut(A); then we defined the Galois group through its matri-
cial realisation, as the image of the group morphism Aut(A) 7→ GLn(C) defined by the formula:

σ 7→ X−1(σX ).

The main difference with the monodromy representation is the following: the source of ρA, the
group π1, was independant of the particular system being studied, it was a “universal” group. On
the other hand, the group Aut(A) is obviously related to A, it is by no way universal.

Our goal is here to construct a universal group π̂1 and, for each particular system X ′ = AX , a
representation ρ̂A : π̂1→ GLn(C), in such a way that:

• The Galois group is the image of that representation: Gal(A) = Im ρ̂A.

• The “functor” A ρ̂A induces a bijective correspondance between isomorphism classes
of regular singular systems and isomorphism classes of representations of π̂1 (“algebraic
Riemann-Hilbert correspondance”).
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We shall be able to do that for local regular singular systems (although, as in the case of mon-
odromy, more general results are known for global systems, as well as for irregular systems).
However, we shall have to take in account the fact that the Galois group is always an algebraic
subgroup of GLn(C), and therefore restrict the class of possible representations to enforce that
property. We begin with two purely algebraic sections.

13.1 Some algebra, with replicas

Remember the definition 12.1.2 of replicas in section 12.1 of chapter 12. The following criterion
is due to Chevalley.

Theorem 13.1.1 Let (a1, . . . ,an) ∈ (C∗)n. Then (b1, . . . ,bn) ∈ (C∗)n is a replica of (a1, . . . ,an) if,
and only if, there exists a group morphism γ : C∗→ C∗ such that γ(ai) = bi for i = 1, . . . ,n.

Proof. - Clearly, if such a morphism γ exists, then, for any (m1, . . . ,mn) ∈ Zn:

am1
1 · · ·a

mn
n = 1 =⇒ γ(am1

1 · · ·a
mn
n ) = 1 =⇒ bm1

1 · · ·b
mn
n = 1,

so that (b1, . . . ,bn) is indeed a replica of (a1, . . . ,an).
Now assume conversely that (b1, . . . ,bn) is a replica of (a1, . . . ,an). For i = 1, . . . ,n, let Γi :=<
a1, . . . ,ai > be the subgroup of C∗ generated by a1, . . . ,ai. We are going first to construct, for each
i = 1, . . . ,n, a group morphism γi : Γi→C∗ such that γi(a j) = b j for j = 1, . . . , i; these morphisms
will be extensions of each other, i.e. γi|Γi−1

= γi−1 for i = 2, . . . ,n.
For i = 1, we know that am = 1⇒ bm = 1, so it is an easy exercice in group theory to show that
setting γ1(ak) := bk makes sense and defines a group morphism γ1 : Γ1→ C∗.
Suppose that γi : Γi→C∗ has been constructed and that i < n. Any element of Γi+1 can be written
gak

i+1 for some g ∈ Γi and k ∈ Z; but of course, this decomposition is not necessarily unique !
However:

gak
i+1 = g′ak′

i+1⇒ g−1g′ = ak−k′
i+1 ⇒ γi(g−1g′) = bk−k′

i+1 ⇒ γi(g)bk
i+1 = γi(g′)bk′

i+1,

so that it makes sense to set γi+1(gak
i+1) := γi(g)bk

i+1 and it is (again) an easy exercice to check
that this γi+1 is a group morphism Γi+1→ C∗ extending γi.
Therefore, in the end, we have γn : Γn→ C∗ such that γn(ai) = bi for i = 1, . . . ,n and it suffices to
apply the following lemma with Γ := C∗ and Γ′ := Γn. �

Lemma 13.1.2 Let Γ′ ⊂ Γ be abelian groups and let γ′ : Γ′→ C∗ be a group morphism. Then γ′

can be extended to Γ, i.e. there is a group morphism γ : Γ→ C∗ such that γ|Γ′ = γ′.

Proof. - The first part of the proof relies on a mysterious principle from the theory of sets, called
“Zorn’s lemma” (see the book of Lang). We consider the set:

E := {(Γ′′,γ′′) | Γ′ ⊂ Γ
′′ ⊂ Γ and γ

′′ : Γ
′′→ C∗ and γ

′′
|Γ′ = γ

′},

where of course Γ′′ runs among subgroups of Γ and γ′′ among group morphisms from Γ′′ to C∗.
We define an order on E by setting:

(Γ′′1,γ
′′
1)≺ (Γ′′2,γ

′′
2)⇐⇒ Γ

′′
1 ⊂ Γ

′′
2 and (γ′′2)|Γ′′1 = γ

′′
1.
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Then (E ,≺) is an inductive ordered set. This means that for any family {(Γ′′i ,γ′′i )i∈I} of elements
of E which is assumed to be totally ordered, i.e.:

∀i, j ∈ I , (Γ′′i ,γ
′′
i )≺ (Γ′′j ,γ

′′
j ) or (Γ′′j ,γ

′′
j )≺ (Γ′′i ,γ

′′
i ),

(such a family is called a chain), there is an upper bound, i.e. an element (Γ′′,γ′′) ∈ E such that:

∀i ∈ I , (Γ′′i ,γ
′′
i )≺ (Γ′′,γ′′).

Indeed, we take Γ′′ :=
⋃
i∈I

Γ′′i and check that this is a group (we have to use the fact that the family

of subgroups Γ′′i is totally ordered, i.e. for any two of them, one is included in the other); then we
define γ′′ : Γ′′→C∗ such that its restriction to each Γ′′i is γ′′i (we have to use the fact that the family
of elements (Γ′′i ,γ

′′
i ) is totally ordered, i.e. for any two of them, one of the morphisms extends the

other).
Now, the ordered set (E ,≺) being inductive, Zorn’s lemma states that it admits a maximal element
(Γ′′,γ′′). This means that γ′′ extends γ′ but that it cannot be extended further. It is now enough to
prove that Γ′′ = Γ.
So assume by contradiction that there exists x ∈ Γ\Γ′′ and define Γ′′′ :=< Γ′′,x >, the subgroup
of Γ generated by Γ′′ and x (it contains strictly Γ′′). We are going to extend γ′′ to a morphism
γ′′′ : Γ′′′→C∗, thereby contradicting the maximality of (Γ′′,γ′′). The argument is somewhat similar
to the proof of the theorem (compare them !); there are two cases to consider:

1. If xN ∈ Γ′′⇒ N = 0, then any element of Γ′′′ can be uniquely written gxk with g ∈ Γ′′ and
k ∈ Z. In this case, we choose y ∈ C∗ arbitrary and it is an easy exercice in group theory to
check that setting γ′′′(gxk) := γ′′(g)yk makes sense and meets our requirements.

2. Otherwise, there is a unique d ∈ N∗ such that xd ∈ Γ′′ ⇔ N ∈ dZ (this is because such
exponents N make up a subgroup dZ of Z). Then we choose y ∈ C∗ such that yd = γ′′(xd)
(the latter is a well defined element of C∗). Now, any element of Γ′′′ can be non uniquely
written gxk with g ∈ Γ′′ and k ∈ Z, and, again, it is an easy exercice in group theory to check
that setting γ′′′(gxk) := γ′′(g)yk makes sense and meets our requirements.

�

Remark 13.1.3 In the theorem, the groups Γ,Γ′, . . . on the left hand side of the morphisms can be
arbitrary abelian groups, but this is not true for the group C∗ on the right hand side. The reader can
check that the decisive property of C∗ that was used is the fact that it is divisible: for all d ∈ N∗,
the map y 7→ yd is surjective.

Exercice 13.1.4 (i) For any abelian group Γ, define X(Γ) := Homgr(Γ,C∗), the set of group mor-
phisms Γ→C∗. Show that defining a product ? on X(Γ) by the formula (γ1 ?γ2)(x) := γ1(x).γ2(x)
gives X(Γ) the structure of an abelian group.
(ii) Show that any group morphism f : Γ1→ Γ2 yields a “dual” morphism X( f ) : γ 7→ γ ◦ f from
X(Γ2) to X(Γ1).
(iii) Check that if f is injective (resp. surjective), then X( f ) is surjective (resp. injective). (Note
that one of these statements is trivial while the other depends on the non trivial lemma above !)
(iv) If p : Γ → Γ′′ is surjective with kernel Γ′, show that X(p) induces an isomorphism from
X(Γ′′) to the kernel of the natural (restriction) map X(Γ) 7→ X(Γ′) and conclude that X(Γ′) '
X(Γ)/X(Γ′′).
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13.2 Algebraic groups and replicas of matrices

Let M ∈ GLn(C). (In a moment, we shall take M := e2iπA, the fundamental monodromy matrix of
the system X ′ = z−1AX , where A ∈ GLn(C).) Let M = MsMu = MuMs its Jordan decomposition
and write Ms = PDiag(a1, . . . ,an)P−1. It follows from chapter 12 that the smallest algebraic group
containing M (i.e. the Zariski closure < M >) is the set of matrices PDiag(b1, . . . ,bn)P−1Mλ

u ,
where (b1, . . . ,bn) is a replica of (a1, . . . ,an) and where λ ∈C. Now, we introduce a new notation;
for every γ ∈ Homgr(C∗,C∗), we put:

γ(Ms) := PDiag(γ(a1), . . . ,γ(an))P−1.

It is absolutely not tautological that this makes sense, i.e. that the right hand side of the equality
depends on Ms only and not on the particular choice of the diagonalisation matrix P: see the
exercice 13.2.3. Then the criterion of Chevalley allows us to conclude:

Corollary 13.2.1 The smallest algebraic group containing M is:

< M >=
{

γ(Ms)Mλ
u | γ ∈ Homgr(C∗,C∗),λ ∈ C

}
.

�

In terms of representations, it is obvious that < M > is the image of ρ : Z→ GLn(C),k 7→Mk

(this abstracts the definition of the monodromy group); but it now follows that < M > can also be
obtained as the image of some representation:

ρ̂ :

{
(γ,λ) 7→ γ(Ms)Mλ

u ,

π̂1→ GLn(C),
where we put π̂1 := Homgr(C∗,C∗)×C.

(The reader should check that this is indeed a group morphism.) We get the following diagram,
where we write π1 for Z

π1
ρ

''PPPPPPPPPPPPP

GLn(C)

π̂1

ρ̂

77ooooooooooooo

But of course, < M >⊂< M >, i.e. Im ρ⊂ Im ρ̂, i.e. each Mk can be written in the form γ(Ms)Mλ
u :

and indeed, this is obviously true if we choose λ := k and γ : z 7→ zk. Therefore, we complete the
above diagram by defining ι : π1 7→ π̂1 by the formula:

ι(k) :=
(
(z 7→ zk),k

)
∈ Homgr(C∗,C∗)×C.
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(Note that this injective group morphism identifies π1 =Z with a subgroup of π̂1 =Homgr(C∗,C∗)×
C.) In the end, we get the following commutative diagram:

π1
ρ

''PPPPPPPPPPPPP

ι

��

GLn(C)

π̂1

ρ̂

77ooooooooooooo

It is clear that every representation ρ : π1→ GLn(C) gives rise to a cyclic1 subgroup:

Im ρ =< ρ(1)>

of GLn(C); and conversely, every cyclic subgroup og GLn(C) can obviously be obtained as the
image of such a representation of π1 = Z.

As for the algebraic subgroups of GLn(C) of the form < M >, it follows from the previous
discussion that all of them can be obtained as the image of a representation ρ̂ : π̂1 → GLn(C).
(Just take the one described above.) But the converse is false. Not all representations are ad-
missible. The general theory says that π̂1 is a “proalgebraic” group and that the admissible
representations are the “(pro)-rational” ones; this is explained in rather elementary terms in the
course “Représentations des groupes algébriques et équations fonctionnelles”, to be found at
http://www.math.univ-toulouse.fr/˜sauloy/PAPIERS/dea08-09.pdf. We shall only il-
lustrate this by two necessary conditions.

Note first that any representation ρ̂ of π̂1 = Homgr(C∗,C∗)×C actually has two components:
a representation ρ̂s of Homgr(C∗,C∗), and a representation ρ̂u of C. Conversely, given the repre-
sentations ρ̂s and ρ̂u, we can recover ρ̂ by setting ρ̂(M) := ρ̂s(Ms)ρ̂u(Mu); the only necessary con-
dition is that every element of Im ρ̂s ⊂GLn(C) commutes with every element of Im ρ̂u ⊂GLn(C).
So we shall find independant conditions on ρ̂s and ρ̂u.

It is clear that ρ̂u : C→ GLn(C) should have the form λ 7→Uλ for some unipotent matrix U .
But there are many representations that do not have this form, for instance all maps λ 7→ eφ(λ)In

where φ is any nontrivial morphism from C to itself.

We now look for a condition on ρ̂s. Let Γ be any finitely generated subgroup of C∗. Then, as
shown in exercice 13.1.4, X(Γ) can be identified with the quotient of X(C∗) = Homgr(C∗,C∗) by
the kernel X(C∗/Γ) of the surjective map X(C∗)→ X(Γ). Taking for Γ the subgroup generated
by the eigenvalues of M, we see that every admissible representation ρ̂s must be trivial on the
subgroup X(C∗/Γ) of X(C∗) = Homgr(C∗,C∗) for some finitely generated subgroup Γ of C∗.
(Actually, this is a sufficient condition, as shown in the course quoted above.) Now, the reader will
easily construct a morphism from X(C∗) = Homgr(C∗,C∗) to GL1(C) = C∗ that is not admissible
in this sense. (See exercice 13.2.4.)

1Here, “cyclic” means “generated by one element”; in french terminology, this is called “monogène” while “cy-
clique” is reserved for a finite cyclic group, i.e. one generated by an element of finite order. In this particular case, the
french terminology is more logical (it implies that there are “cycles”).
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Remark 13.2.2 The relation between the abstract group π1 and the proalgebraic group π̂1 implies
that every representation of π1 is the restriction of a unique “rational” representation of π̂1: one
says that π̂1 is the “proalgebraic hull” of π1.

Exercice 13.2.3 If f : C→C is an arbitrary map, if λi,µi ∈C for i= 1, . . . ,n and if P,Q∈GLn(C),
then prove the following implication:

PDiag(λ1, . . . ,λn)P−1 =QDiag(µ1, . . . ,µn)Q−1 =⇒PDiag( f (λ1), . . . , f (λn))P−1 =QDiag( f (µ1), . . . , f (µn))Q−1.

(This remains true when C is replaced by an arbitrary commutative ring.)

Exercice 13.2.4 Construct a morphism from X(C∗) = Homgr(C∗,C∗) to GL1(C) = C∗ that is not
admissible in the above sense. (Use exercice 13.1.4.)

13.3 The universal group

The group π̂1 has been introduced in order to parameterize all algebraic groups of the form < M >.
Therefore, it also parameterizes all differential Galois groups of local fuchsian systems. We now
describe in more detail this application.

We start from the system X ′ = z−1AX , where A ∈ GLn(C); we know that this restriction does
not reduce the generality of our results. Let A :=K[X ] the differential algebra generated by the co-
efficients of the fundamental matricial solution X := zA. The algebra A is generated by multivalued
functions of the form zα, where α ∈ Sp(A), and maybe functions zα log if there are corresponding
non trivial Jordan blocks. For any (γ,λ)∈ π̂1 =Homgr(C∗,C∗)×C, we know from chapter 12 that
the map σγ,λ sending zα to γ(e2iπα)zα and zα log to γ(e2iπα)zα(log+2iπλ) is an element of Aut(A);
and we also know that all elements of Aut(A) can be described in this way. Therefore, we obtain
a surjective group morphism (γ,λ) 7→ σγ,λ from π̂1 to Aut(A). (The verification that it is indeed a
group morphism is easy and left as an exercice to the reader.)

The matricial version of this morphism is obtained as follows. The fundamental monodromy
matrix of X := zA is M := e2iπA. Let M = MsMu = MuMs its Jordan decomposition. The map
σ 7→ X−1σ(X ) from Aut(A) to GLn(C) is a group morphism with image the Galois group Gal(A).
Composing it with the map (γ,λ) 7→ σγ,λ above, we get a representation:

ρ̂A :

{
(γ,λ) 7→ γ(Ms)Mλ

u ,

π̂1→ GLn(C),
where we put π̂1 := Homgr(C∗,C∗)×C.

Its image is the Galois group Gal(A) = Mon(A) = < M >. We now state without proof (and not
even complete definitions !) the algebraic version of the Riemann-Hilbert correspondance.

Theorem 13.3.1 The functor A ρ̂A induces a bijective correspondance:{ isomorphism classes of
regular singular systems

}
←→

{ isomorphism classes of
rational representations of π̂1

}
The Galois group of the system X ′ = z−1AX is Im ρ̂A.

�
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Appendix A

Final test

One question on each chapter ! All documents are allowed.

Question on chapter 1: Compute the exponential of
(

a −b
b a

)
, where a,b ∈ C.

Question on chapter 2: Find the unique power series such that f (z) = (1−2z) f (2z) and f (0) =
1, and give its radius of convergence.

Question on chapter 3: Prove that
1

ez−1
is meromorphic on C but that it is not the derivative

of a meromorphic function.

Question on chapter 4: Let A ∈Matn(C). Show that exp(A) = In if, and only if, A is diagonal-
isable and Sp(A)⊂ 2iπZ. (The proof that A is diagonalisable is not very easy.)

Question on chapter 5: Solve z2 f ′′+ z f ′+ f = 0 on C\R− and find its monodromy.

Question on chapter 6: Prove rigorously that zα.zβ = zα+β.

Question on chapter 7: What becomes the equation z f ′′+ f ′ = 0 at infinity ?

Question on chapter 8: Solve the equation (1− z)δ2 f − δ f − z f = 0 by the method of Fuchs-
Frobenius and compute its monodromy. (Just give the precise recursive formula for the Birkhoff
matrix and a few terms.)

Question on chapter 11: Give a necessary and sufficient condition for the differential Galois
group of equation δ2 f + pδ f + q f = 0, where p,q ∈ C, to contain unipotent matrices other than
the identity matrix.

Question on chapter 12: Show that the Galois group of a regular singular system is trivial if,
and only if, it admits a uniform fundamental matricial solution. Is the same condition valid for an
irregular system ?

121



Appendix B

Answers to the final test

One question on each chapter ! All documents are allowed.

Question on chapter 1: Compute the exponential of
(

a −b
b a

)
, where a,b ∈ C.

Answer to the question on chapter 1: The matrix is diagonalisable, with eigenvalues a±bi:(
a −b
b a

)
= P

(
a+bi 0

0 a−bi

)
P−1, where P =

(
1 1
i −i

)
.

Therefore:

exp
(

a −b
b a

)
= P

(
ea+bi 0

0 ea−bi

)
P−1 =

(
ea cosb −ea sinb
ea sinb ea cosb

)
.

We put classically cosb :=
eib + e−ib

2
and cosb :=

eib− e−ib

2i
·

A direct computation is also possible, writing A = aI2 + bJ and noting that J2 = −I2. One

finds exp(A) = ea(cI2+ sJ) where c = 1− b2

2!
+

b4

4!
+ · · ·= cosb and s = b− b3

3!
+

b5

5!
+ · · ·= sinb.

Question on chapter 2: Find the unique power series such that f (z) = (1−2z) f (2z) and f (0) =
1, and give its radius of convergence.

Answer to the question on chapter 2: Writing f = ∑
n≥0

anzn, the conditions are equivalent to

a0 = 1 and an = 2nan−2nan−1 for n≥ 1. The unique solution is:

an =
n

∏
i=1

2i

2i−1
=

1
∏

n
i=1(1−2−i)

·

Since an
an−1

= 2n

2n−1 →n→+∞
1, the radius of convergence is 1.
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Question on chapter 3: Prove that
1

ez−1
is meromorphic on C but that it is not the derivative

of a meromorphic function.

Answer to the question on chapter 3: The denominator vanishes at all the 2kiπ, k ∈Z and only
there, so the function is holomorphic on C\2iπZ.

Since lim
z→2kiπ

z−2kiπ
ez−1

=
1

exp′(2kiπ)
= 1, the function has a simple pole at each 2kiπ, therefore it is

meromorphic on C. (Other possible argument: C being connected, M (C) is a field.)

From the previous computation, the Laurent series expansion of the function at 0 is
1
z
+ terms with

exponents≥ 0. This is the derivative of no Laurent power series: indeed, the derivative of the term
anzn is nanzn−1 and can be z−1 for no values of n and an.

Question on chapter 4: Let A ∈Matn(C). Show that exp(A) = In if, and only if, A is diagonal-
isable and Sp(A)⊂ 2iπZ. (The proof that A is diagonalisable is not very easy.)

Answer to the question on chapter 4: If A is diagonalisable and Sp(A)⊂ 2iπZ then exp(A) is
diagonalisable and Sp(exp(A)) = exp(Sp(A))⊂ {1}, so that exp(A) = In.
If exp(A) = In, then, since {1} = Sp(exp(A)) = exp(Sp(A)), one has Sp(A) ⊂ 2iπZ. Write
A = As +An (Dunford decomposition) so that exp(A) = exp(As)exp(An) (multiplicative Dunford
decomposition) so that exp(As) = exp(An) = In (unicity). Write An = PNP−1 where N is a strictly
upper triangular matrix. Then exp(N) = P−1 exp(An)P = In. But, if N 6= 0 and if its first non trivial
over diagonal is in position j− i = d > 0, the Nk for k≥ 2 have no non zero elements on that over
diagonal. Therefore N = 0 and A is diagonlisable.

Question on chapter 5: Solve z2 f ′′+ z f ′+ f = 0 on C\R− and find its monodromy.

Answer to the question on chapter 5: Setting X :=
(

f
z f ′

)
and A :=

(
0 1
−1 0

)
, the equation is

equivalent to X ′ = z−1AX . Therefore, its solutions on C\R− are of the form zAX0 where X0 ∈ C2

and zA is defined with the principal determination of the logarithm. Here:

zA = exp
(

0 logz
− logz 0

)
=

1
2

(
zi + z−i i(zi− z−i)

i(zi− z−i) zi + z−i

)
.

(This can be found with the help of the first exercice !) The conclusion is that the solutions of the
equation are the linear combinations of zi and z−i.

The monodromy matrix along the fundamental loop, expressed in this basis, is
(

e−2π 0
0 e2π

)
.

Question on chapter 6: Prove rigorously that zα.zβ = zα+β.

Answer to the question on chapter 6: We consider f := zα as the unique solution on C\R− of
z f ′ = α f , f (1) = 1; similarly for g := zα and h := zα+β. Then, ( f g)(1) = 1 and, on C\R−:

z( f g)′ = (z f ′)g+ f (zg′) = (α f )g+ f (βg) = (α+β)( f g),

so f g = h by unicity.
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Question on chapter 7: What becomes the equation z f ′′+ f ′ = 0 at infinity ?

Answer to the question on chapter 7: We set w := 1/z and g(w) := f (z) = f (1/w). Then
g′(w) =−w−2 f ′(1/w) and:

g′′(w)= 2w−3 f ′(1/w)+w−4 f ′′(1/w)= 2w−3 f ′(1/w)+w−4(−w f ′(1/w))=w−3 f ′(1/w)=−w−1g′(w),

so the equation becomes wg′′+g′ = 0.

Question on chapter 8: Solve the equation (1− z)δ2 f − δ f − z f = 0 by the method of Fuchs-
Frobenius and compute its monodromy. (Just give the precise recursive formula for the Birkhoff
matrix and a few terms.)

Answer to the question on chapter 8: We set X :=
(

f
δ f

)
and A :=

 0 1
z

1− z
1

1− z

, so that

the equation is equivalent to the system of the first kind δX = AX . We have A(0) =
(

0 1
0 1

)
,

which has eigenvalues 0 and 1, so there is a resonancy. Taking S :=
(

1 0
0 z

)
, we find that:

B := S−1AS− zS−1S′ =

 0 z
1

1− z
z

1− z


meaning that z−1A = S[z−1B]. Now, C := B(0) =

(
0 0
1 0

)
, so the new system has no resonancy.

We are going to find a Birkhoff matrix F = I2+zF1+ . . . such that z−1B=F [z−1C], i.e. zF ′=BF−

FC. To do that, we expand B = B0 + zB1 + . . ., where B0 = C, B1 =

(
0 1
1 1

)
and Bk =

(
0 0
1 1

)
for k ≥ 2. Starting with F0 = I2, we are to solve recursively, for k ≥ 1:

kFk +FkC−CFk = B1Fk−1 + · · ·+BkF0.

For instance,
(

a b
c d

)
:= F1 satisfies F1 +F1C−CF1 = B1F0 = B1, whence:

(
a+b b

c+d−a d−b

)
=

(
0 1
1 1

)
=⇒ F1 =

(
−1 1
−2 2

)
.

Similarly,
(

a b
c d

)
:= F2 satisfies 2F2 +F2C−CF2 = B1F1 +B2F0, whence:

(
2a+b 2b

2c+d−a 2d−b

)
=

(
−2 2
−2 2

)
=⇒ F2 =

(
−3/2 1
−5/2 3/2

)
.

Once the Birkhoff matrix F is computed, one has A/z = SF [C/z], so that a fundamental matricial
solution of SA is SFzC. The monodromy relative to that solution is e2iπC (for the fundamental

loop). Since C2 = 0, this is equal to I2 +2iπC =

(
1 0

2iπ 1

)
.
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Question on chapter 11: Give a necessary and sufficient condition for the differential Galois
group of equation δ2 f + pδ f + q f = 0, where p,q ∈ C, to contain unipotent matrices other than
the identity matrix.

Answer to the question on chapter 11: The corresponding system is δX = AX where A =(
0 1
−q −p

)
. It is a regular singular system in the most basic form, so a fundamental matricial

solution is zA. The characteristic polynomial of A is T 2 + pT +q. Its discriminant is p2−4q.
If p2− 4q 6= 0, A has two distinct eigenvalues, so it is diagonalisable and Gal(A) contains only
semi-simple elements.
If p2− 4q = 0, there is only one (double) eigenvalue; since A is not scalar (because of the 1 up
right), it is not diagonalisable. Therefore, from the description given in the course, Gal contains
unipotent elements.

Question on chapter 12: Show that the Galois group of a regular singular system is trivial if,
and only if, it admits a uniform fundamental matricial solution. Is the same condition valid for an
irregular system ?

Answer to the question on chapter 12: For a regular singular system, Gal is trivial if and only
if Mon is: indeed, one implication is trivial since Mon ⊂ Gal; and the other is a consequence of
Schlesinger theorem. But we know that the triviality of the monodromy group is equivalent to
having a fundamental matricial solution which is uniform.
For an irregular system, the condition remains necessary since Mon is included in Gal, but it is
not a sufficient condition. For instance, the rank 1 system f ′ = −z−2 f has a non trivial uniform
solutions e1/z, so its monodromy group is trivial; but its Galois group is C∗.
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Appendix C

The original plan of the course

Plan of the course
First part: The Riemann-Hilbert correspondence

Complex analytic linear differential equations.

1. The complex logarithm (a complete study); the “characters” zα.

2. Systems of rank n and equations of order n.

3. The theorem of Cauchy.

4. The sheaf of spaces of solutions.

5. The monodromy representation.

Local study of fuchsian systems.

1. Some useful tools (algebraic and transcendental).

2. Standard fuchsian systems; regular singular systems.

3. Local Riemann-Hilbert correspondence.

The global Riemann-Hilbert correspondence.

1. The “abelian” cases: rank one or one singularity in C.

2. Riemann’s theory of the hypergeometric equation.

3. The global Riemann-Hilbert correspondence.

4. Functorial view of the correspondence.
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An algebraic view of monodromy.

1. Differential modules and their operations.

2. What can be seen algebraically of the monodromy group.

3. The density theorem of Schlesinger.

Second part: Affine algebraic groups

Linear representations of groups.

1. Reminders on groups and morphisms. The linear group.

2. Linear representations and their classification.

3. Can one recover a group from its representations ?

Basic affine algebraic geometry.

1. Algebraic subsets of Cn. The Zariski topology.

2. Regular functions on algebraic sets. Algebras of functions.

3. How to recover an algebraic set from its algebra of functions.

Affine algebraic groups.

1. Affine algebraic groups and their algebras. Linear algebraic groups.

2. Rational representations of a linear algebraic group. The “little” theorem of Tannaka. The
Jordan decomposition.

3. Reminders of multilinear algebra. The theorem of Chevalley.

Third part: Differential Galois Theory

The local Galois group for fuchsian equations.

1. The Galois group as an algebraic completion of the monodromy. Intepretation in terms of
tannakian duality.

2. The universal Picard-Vessiot extension with meromorphic germs. The Galois group as an
automorphism group.

Tannakian duality for differential modules.

1. The tensor category of fuchsian differential modules.

2. The tannakian universal Galois group. The tensor category of representations.
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Picard-Vessiot Theory.

1. Universal Picard-Vessiot extensions.

2. The Galois correspondence.

Introduction to the irregular case: the Stokes phenomenon.
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Appendix D

Standard notations

N,N∗,Z,Q,R,R+,R∗,R∗+,C
◦
D(z0,r)
n!,
(p

n

)
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mathématique 4, Cassini.

[9] Hilbert D., 1976. Mathematical developments arising from Hilbert problems, Proceedings of
symposia in pure mathematics, vol. XXVIII, part 1 and 2, American Mathematical Society.

[10] Humphreys J.E., 1975. Linear Algebraic Groups, Graduate Texts in Mathematics 21,
Springer Verlag.

[11] Iwasaki K., Kimura H., Shimomura S. et Yoshida M., 1990. From Gauss to Painlevé,
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[22] Riemann B., 1854. Contribution à la théorie des fonctions représentables par la série de
Gauss F(α,β,γ;x). in [20].
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mann.

[26] Serre J.-P., 1970. Cours d’arithmétique, Presses Universitaires de France.

[27] Shafarevitch I.R., 1970 Basic Algebraic Geometry, Grundlehren der mathematischen Wis-
senschaften 213, Springer Verlag.

[28] Springer T. A., 1991. Linear Algebraic Groups, Progress in Mathematics 9, Birkhäuser.
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